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Executive Summary

The Internet and digital technologies offer crucial spaces for people to seek and impart information on a range of issues and to exercise their right to freedom of expression. The digital environment plays a particularly important role during elections and protests and facilitates individuals’ and communities’ exercise of a wide range of human rights, both online and offline.

Given its importance, between January and December 2020 (reporting period), ARTICLE 19 Eastern Africa (ARTICLE 19 EA) monitored and documented developments and challenges affecting the digital environment and the protection of the right to freedom of expression online, including during the Covid-19 pandemic. Furthermore, ARTICLE 19 EA outlines issues related to accessibility and affordability of the Internet and problems related to privacy and data protection. This report focuses on six countries: Ethiopia, Kenya, Rwanda, South Sudan, Tanzania, and Uganda.

As for freedom of expression, this report documents the use and misuse of problematic laws and policies and Internet disruptions by governments to address ‘misinformation’, ‘disinformation’, ‘hate speech’, and unrest, including those adopted due to the Covid-19 pandemic. These problematic laws and practices have been used to either intimidate, detain, summon, arrest, charge, or imprison 23 Internet and digital technology users for, amongst other things, allegedly publishing false Covid-19 information in Ethiopia, Kenya, Rwanda, Tanzania, and Uganda. Worryingly, governments have adopted laws and regulations that criminalise freedom of expression online, including through the introduction of licensing requirements for Internet users, including bloggers and citizen journalists. This is drastically impacting the ability of Internet users to freely express themselves online on the Covid-19 pandemic and on social and political issues, especially around elections and protests.

As for the accessibility and affordability of the Internet and digital technologies, this report notes that all six countries have commendably enacted legal frameworks for universal access and service mechanisms, which is indicative of governments’ efforts to bridge the digital divide. However, the implementation of these commitments varies between and amongst all six countries. This is impacting connectivity expansion drives in rural, unserved, and underserved areas, and regional harmonisation efforts. It continues to affect specific groups more than others, including women, the young, the poor, the elderly, and persons with disabilities.

As for privacy and data protection, this report details the enactment of data protection laws in Kenya, Uganda, and Rwanda. However, these positive efforts are being overshadowed by the unchecked development and use of digital contact tracing applications and robotic technologies without sufficient safeguards. Rwanda, Tanzania, Ethiopia, Kenya, and Uganda have developed or deployed some of these technologies to varying degrees. Furthermore, one judicial decision in Tanzania is set to have a significant impact on digital anonymity, with far-reaching cross-jurisdictional implications.

This monitoring report is intended for the general public, digital rights advocates, human rights organisations, and strategic litigators in Eastern Africa.
**Introduction**

The Eastern Africa region is shaped by vastly different contextual realities at the political, economic, and human rights levels. Out of the six focus countries, Ethiopia, Tanzania, and Uganda fared much worse than Kenya, Rwanda, and South Sudan in terms of human rights protection and continue to fall short of their international obligation to respect, protect, and fulfil human rights.4

In 2020, ARTICLE 19 EA documented several positive changes in the digital environment promoting human rights and the adoption and use of digital technologies. These included a wide array of digital connectivity solutions by users, corporate entities, and governments that advance the protection of freedom of expression online and other rights in the digital environment.

Despite these positive developments, governments have failed to create an enabling environment for the enjoyment of online rights and freedoms, with numerous violations being noted across the region affecting freedom of expression, access to information, privacy, and data protection. The report provides a detailed overview of these issues, as well as recommendations to governments to bring their practices into full compliance with international human rights standards.

This report is the first of a series documenting developments in the digital environment in Eastern Africa. This, and subsequent reports, will focus on three key issues: challenges to freedom of expression online, challenges to Internet accessibility and affordability, and challenges to privacy and data protection.

The information contained in the report is based on regular monitoring of developments as reported in the media, information provided directly by Internet users, and an assessment of statements issued by state agencies and their representatives. It includes a review of key court judgments and reports from regulators and ICT ministries. It also builds on previous ARTICLE 19 legal analyses and reports examining the impact of legislative and regulatory frameworks and policies on freedom of expression in the six countries.
Applicable International and Regional Freedom of Expression and Privacy Standards

The Right to Freedom of Expression

The right to freedom of expression is protected by Article 19 of the Universal Declaration of Human Rights, and given legal force through Article 19 of the International Covenant on Civil and Political Rights (ICCPR) and Article 9 of the African Charter on Human and Peoples’ Rights (the African Charter).

The scope of the right to freedom of expression is broad. It requires states to guarantee to all people the freedom to seek, receive, or impart information or ideas of any kind, regardless of frontiers, through any media of a person’s choice, either orally, in writing or in print, in the form of art, or through any other media of choice. The UN Human Rights Committee, the treaty body of independent experts monitoring states’ compliance with the ICCPR, has affirmed that the scope of the right extends to the expression of opinions and ideas that others may find deeply offensive.

The African Commission on Human and Peoples’ Rights (African Commission) affirmed that states have an obligation to ‘facilitate the rights to freedom of expression and access to information online and the means necessary to exercise these rights.’

While the right to freedom of expression is fundamental, it is not absolute. A state may, exceptionally, limit the right under Article 19(3) of the ICCPR, provided that the limitation is:

- Provided for by law – any law or regulation must be formulated with sufficient precision to enable individuals to regulate their conduct accordingly;
- In pursuit of a legitimate aim; listed exhaustively as respect of the rights or reputations of others, the protection of national security or of public order (ordre public); or the protection of public health or morals; and
- Necessary and proportionate in a democratic society, i.e. if a less intrusive measure can achieve the same purpose as a more restrictive one, the least restrictive measure must be applied. Article 9(2) of the African Charter also reiterates that the right to express and disseminate opinions must be ‘within the law’.

Thus, any limitation imposed by the state on the right to freedom of expression must conform to the strict requirements of this three-part test. Furthermore, Article 20(2) of the ICCPR provides that any advocacy of national, racial, or religious hatred that constitutes incitement to discrimination, hostility, or violence must be prohibited by law.

Freedom of Expression Online

In 2012, the UN Human Rights Council (UN HRC) recognised that the ‘same rights that people have offline must also be protected online.’ The Human Rights Committee also clarified that limitations on electronic forms of communication or expression disseminated over the Internet must be justified according to the same criteria as non-electronic or offline communications.

While international human rights law places obligations on states to protect, promote, and fulfil human rights, it is widely recognised that business enterprises also have a responsibility to respect human rights. Importantly, the UN Special Rapporteur on the Promotion and Protection of the Right to Freedom of Opinion and Expression (Special...
Rapporteur on FoE) has long held that censorship measures should never be delegated to private entities. The Special Rapporteur recommended that any demands, requests and other measures to take down digital content must be based on validly enacted law, subject to external and independent oversight, and demonstrate a necessary and proportionate means of achieving one or more aims under Article 19(3) of the ICCPR.

The Special Rapporteur on FoE clarified the scope of legitimate restrictions on different types of expression online; he identified three different types of expression for the purposes of online regulation:

1. Expression that constitutes an offence under international law and can be prosecuted criminally;
2. Expression that is not criminally punishable but may justify a restriction and a civil suit; and
3. Expression that does not give rise to criminal or civil sanctions, but still raises concerns in terms of tolerance, civility, and respect for others.

He clarified that the only exceptional types of expression that states are required to prohibit under international law are child pornography, direct and public incitement to commit genocide, ‘hate speech’, and incitement to terrorism. However, he clarified that even legislation criminalising these types of expression must be sufficiently precise, and there must be adequate and effective safeguards against abuse or misuse, including oversight and review by an independent and impartial tribunal or regulatory body.

Notably, even legislation prohibiting the dissemination of child pornography over the Internet through the use of blocking and filtering technologies is not immune from complying with these requirements.

Subsequently, the Special Rapporteur on FoE noted that states should only seek to restrict content pursuant to an order by an independent and impartial judicial authority, and in accordance with due process and the standards of legality, necessity, and legitimacy outlined by the Human Rights Committee. He went on to assert that states and intergovernmental organisations should refrain from establishing laws that would require the ‘proactive’ monitoring or filtering of content, which is both inconsistent with the right to privacy and likely to amount to pre-publication censorship. He also recommended that states refrain from adopting models of regulation where government agencies, rather than judicial authorities, become the arbiters of lawful expression.

Other free speech mandates also clarified for scope of specific restrictions of online expression. In their 2017 Joint Declaration on freedom of expression, ‘fake news’, disinformation, and propaganda, the four international mandates on freedom of expression expressed concern at ‘attempts by some governments to suppress dissent and to control public communications through […] efforts to “privatise” control measures by pressuring intermediaries to take action to restrict content.’ They emphasised that intermediaries should never be liable for any third-party content relating to those services unless they specifically intervene in that content, or refuse to remove it (despite having the requisite technical capacity) when required to do so by an order adopted in accordance with due process guarantees by an independent, impartial, authoritative oversight body such as a court.

This was echoed in the recently revised African Commission on Human and Peoples’ Rights (ACHPR) Declaration. The African Commission further imposes an obligation on states to ‘facilitate the rights to freedom of expression and access to information online and the means necessary to exercise these rights.’ According to these principles, states are required to refrain from prohibiting free expression, or to do so only under strict
circumstances, as well as to take positive steps to enable free expression. The protection of anonymity is a vital component in protecting the right to freedom of expression as well as other human rights. A fundamental feature enabling anonymity online is encryption. Without the authentication techniques derived from encryption, secure online transactions and communication would be impossible.

The legal protection of online anonymity has so far received limited recognition under international law. Traditionally, the protection of anonymity online has been linked to the protection of the right to privacy and personal data. In May 2015, the Special Rapporteur on FoE stressed that restrictions on encryption and anonymity must meet the three-part test of limitations to the right to freedom of expression under international law.22

The Right to Privacy

The right to private communications is protected under international law through Article 17 of the ICCPR which, inter alia, states that no one shall be subjected to arbitrary or unlawful interference with his privacy, family, or correspondence. The right to privacy complements and reinforces the right to freedom of expression: it is essential for ensuring that individuals are able to freely express themselves, including anonymously, should they so choose.23 The mass surveillance of online communications therefore poses significant concerns for both the right to privacy and the right to freedom of expression.

In General Comment No. 16 on the right to privacy, the Human Rights Committee clarified that the term ‘unlawful’ means that no ‘interference can take place except in cases envisaged by the law. Interference authorised by States can only take place on the basis of law, which itself must comply with the provisions, aims and objectives’24 of the ICCPR. The Human Rights Committee further stated that ‘relevant legislation must specify in detail the precise circumstances in which such interferences may be permitted. A decision to make use of such authorised interference must be made only by that authority designated under the law, and on a case-by-case basis.’25

The previous UN Special Rapporteur on the Promotion and Protection of Human Rights and Fundamental Freedoms while Countering Terrorism argued that restrictions on the right to privacy under Article 17 of the ICCPR should be interpreted as subject to the three-part test, in a similar manner to the right to freedom of expression under Article 19.26 In terms of surveillance, within the context of terrorism in this instance, he stated that ‘states may make use of targeted surveillance measures, provided that it is case-specific interference, on the basis of a warrant issued by a judge on the showing of probable cause or reasonable grounds. There must be some factual basis, related to the behaviour of an individual, which justifies the suspicion that he or she may be engaged in preparing a terrorist attack.’27

The Special Rapporteur on FoE also observed that ‘the right to privacy can be subject to restrictions or limitations under certain exceptional circumstances.’28 This may include state surveillance measures for the purposes of the administration of criminal justice, prevention of crime or combatting terrorism. In 2014, the UN High Commissioner for Human Rights observed that ‘any limitation to privacy rights reflected in Article 17 must be provided for by law, and the law must be sufficiently accessible, clear and precise so that an individual may look to the law and ascertain who is authorized to conduct data surveillance and under what circumstances. The limitation must be necessary for reaching a legitimate aim, as well as in proportion to the aim and the least intrusive option available.’29
The ACHPR’s Declaration recognises that the right to privacy and the right to freedom of expression are ‘mutually reinforcing rights that are essential for human dignity and the overall promotion and protection of human and peoples’ rights.’

**Access to the Internet and Digital Technologies**

The Internet and digital technologies continue to demonstrate their essential role as facilitators of development agendas and enablers of a broad range of rights, online and offline. These rights, most of which are captured and promoted in the African Declaration on Internet Rights and Freedoms, include online freedom of expression, access to public health information, access to electoral information about political parties and candidates, online assembly, and inclusive participation, amongst others.

Although there is no binding ‘right to Internet access’ under international law, the Declaration of Principles on Freedom of Expression and Access to Information in Africa calls on states to ‘recognise that universal, equitable, affordable and meaningful access to the Internet is necessary for the realisation of freedom of expression, access to information and the exercise of other human rights.’ This is reiterated in the African Declaration on Internet Rights and Freedoms – a civil society initiative – which affirms the vital role played by the Internet and calls on states to ensure that access to the Internet is made ‘available and affordable to all persons in Africa without discrimination on any ground.’ Likewise, the Special Rapporteur on FoE noted the need to develop ‘effective policies to attain universal access to the Internet.’ The UN HRC resolution (2018) reinforced the ‘importance of building confidence and trust in the Internet, not least with regard to freedom of expression, privacy and other human rights so that the potential of the Internet as, inter alia, an enabler for development and innovation can be realised, with full cooperation between governments, civil society organisations (CSO), the private sector, the technical community and academia.’
Criminalising Online Expression in Eastern Africa – Case Studies

During the reporting period, a variety of problematic content was shared on the Internet and social media platforms, mirroring challenges faced in other regions to tackle, for example, various forms of ‘hate speech’ or ‘misinformation’. Despite this, there have been a number of cases where public authorities relied on restrictive laws and policies to target activists and independent media, intimidate and harass Internet users, stifle legitimate criticism of public health measures and authorities, and monitor and control Covid-19 narratives.

In addition to broad and restrictive laws and policies, governments in the region promoted and adopted heavy-handed approaches, and imposed or threatened to impose criminal sanctions to tackle problematic content, resulting in a criminalisation of online free expression.

Criminalising Online Expression in Tanzania: Worst Performer in 2020

Tanzania Prime Minister Kassim Majaliwa issued a warning on 21 March against the spread of false Covid-19 information, warning that those who spread such false information would be ‘dealt with’. A list of authorised experts with permission to educate the public about Covid-19 was issued by the Ministry of Health. Reports indicate that the Tanzania Communications Regulatory Authority (TCRA) encouraged citizens to report individuals posting messages on ‘social media platforms that “distort” Covid-19 related information’ to the TCRA.

Tanzanian authorities relied on the Electronic and Postal Communications (Online Content) Regulations 2018 which do not comply with international freedom of expression standards. In March, ARTICLE 19 EA identified three instances where digital technology users faced criminal sanctions for allegedly failing to obtain a licence from TCRA before publishing content online under the Regulations 2018 for allegedly failing to obtain a licence from TCRA before publishing content online. In April alone, ARTICLE 19 EA identified three instances where the Regulations 2018 were used to target Internet users who allegedly uploaded ‘unofficial’ information and false statistics about Covid-19, and allegedly published and disseminated false Covid-19 information. In May, one individual was found guilty of sedition and incitement; it remains unclear whether this was restricted to print material or whether it also incorporated online material.

In July, the Regulations 2018 were revised, and Regulations 2020 were adopted, affecting a wider group of digital technology users than before. Specifically, the regulations include vague and overly broad terms; they impose onerous licensing requirements and fees based on the content offered; they contain extremely severe criminal and civil sanctions; and they consolidate and expand the TCRA powers, which should rightly reside with an independent body, such as the courts.

The regulations have also expanded the ‘prohibited content’ provisions and continue to restrict various categories of online expression, some of which constitute legitimate expression, including those promoting critical discussions about sexuality, gender, and reproductive health. Contravening the Regulations 2020 attracts a fine of TZS5 million (USD2,148) or a jail term of 12 months, or both.
Criminalising Online Expression in Kenya

The Cabinet Secretary for Health in Kenya issued a statement in March warning against the spread of false Covid-19 information. The Cabinet Secretary stated: “these rumours must stop […] but because I know empty appeals will not work, we will proceed and arrest a number of them to prove our point.”

In Kenya, freedom of expression is severely restricted by the Computer Misuse and Cybercrimes Act 2018. In 2018, ARTICLE 19 EA and the Kenya Union of Journalists supported a case lodged by the Bloggers Association of Kenya (BAKE) which contested the legality and constitutionality of 26 provisions of the Computer Misuse and Cybercrimes Act 2018. The three organisations argued that these provisions violate the right to freedom of expression, the right to privacy, and press freedom. The Computer Misuse and Cybercrimes Act 2018 was declared valid in its entirety on 20 February. However, this was subsequently nullified by the High Court (subject to remedial action being taken by parliament within nine months) on 29 October.

In March alone, ARTICLE 19 EA identified three instances where Sections 22 and 23 of the Computer Misuse and Cybercrimes Act 2018 were used to target Internet users whose posts countered the government’s official Covid-19 narrative. Between April and December, ARTICLE 19 identified three more instances where these same provisions were used to target Internet users who created and uploaded online content, including posts and websites, commenting on Kenya’s political situation and detailing corruption scandals. These users included bloggers, editors, citizen reporters, content creators, and politicians. Notably, Sections 22 and 23 of the Computer Misuse and Cybercrimes Act 2018 both carry criminal sanctions of two years’ and 10 years’ imprisonment, respectively.

Concerningly, ARTICLE 19 EA has observed the arbitrary misuse of Sections 22 and 23 of the Computer Misuse and Cybercrimes Act 2018 by one arm of the National Police Service, namely the Directorate of Criminal Investigations (DCI). ARTICLE 19 EA has also identified instances where allegedly offending posts and/or websites have been pulled down and/or temporarily disabled whilst individuals were in the DCI’s custody. Individuals who were in DCI custody told ARTICLE 19 EA that the DCI officers placed direct pressure on them to either edit the content of articles or pull-down articles, in their individual capacity or via website administrators. Others were directed to ‘desist from sharing any coronavirus related information’ on social media handles or ‘risk being re-arrested’ and having bond terms cancelled.

Criminalising Online Expression in Uganda

On 22 March, the Uganda Communications Commission (UCC) issued a statement clarifying that the criminal sanctions in the ‘Computer Misuse Act, the Data Protection and Privacy Act (2019) and/or other Penal Laws of Uganda’ would be used to prosecute people spreading misinformation and fake news.

ARTICLE 19 previously raised concerns about the compatibility of several provisions of Uganda’s Penal Code (CAP 120) with international freedom of expression standards. This framework is often used to stifle freedom of expression and target journalists, human rights defenders, bloggers, peaceful protesters, and others.

Between February and December, ARTICLE 19 EA documented one positive ruling which overturned a flawed ‘cyber-harassment’ sentence under Section 24 of the Computer Misuse Act 2011. However, two Internet and digital technology users were
charged under Section 171 of the Penal Code (CAP 120). Section 171 carries a heavy
criminal sanction of up to seven years. Additionally, during the same period, two Internet
users were arrested; one individual was not formally charged in court and it remains
unclear whether the other individual was charged.\textsuperscript{54} This legislative framework was used
during the Covid-19 pandemic to criminalise expression denying the existence of Covid-
19 in Uganda, and as an ‘excuse’\textsuperscript{55} to punish Internet users, including journalists and
writers, for non-Covid-19 related offences.

\section*{Criminalising Online Expression in Rwanda}

On 13 April, the Rwanda Media Commission (RMC) issued a press release announcing
that bloggers providing information on YouTube are not journalists and do not form part of
the cohort of authorised/essential services, unless they have been accredited.\textsuperscript{56} The
RMC also claimed that bloggers are not authorised to interview people.\textsuperscript{57} The RMC’s
press release regarding bloggers is at odds with the provision under Article 19 of
Rwanda’s own Media Law which provides that ‘every person has the right to receive,
disseminate or send information through [the] Internet. He/she is entitled to the right of
creating a website through which he/she disseminates the information to many people.
Posting or sending information through the Internet does not require the user to be a
professional journalist.’\textsuperscript{58}

Rwanda’s ICT Law\textsuperscript{59} requires extensive reforms\textsuperscript{60} to ensure its compliance with
international human rights law and standards. Articles 22 and 60 of the ICT Law grant
unchecked powers to the ICT Minister and the Rwanda Utilities Regulatory Authority
(RURA) to suspend or restrict electronic communications networks or services, and to
prohibit the ‘improper use of public electronic communication network[s]’ using vague
terms.\textsuperscript{61} Specifically, Article 60 of the ICT Law fails to comply with the proportionality
and necessity requirements in the ICCPR and the African Charter, and encourages self-
censorship and unchecked restrictions on online expression in Rwanda.

Similarly, the 2013 Media Law\textsuperscript{62} offers a restrictive definition of a ‘professional journalist’
that fails to recognise ‘citizen journalists’ and freelance journalists, among others. This
definition is not in line with the UN definition of journalism as ‘a function shared by a wide
range of actors, including professional full-time reporters and analysts, as well as
bloggers and others who engage in forms of self-publication in print, on the Internet or
elsewhere.’\textsuperscript{63}

Between April and December, ARTICLE 19 EA identified two instances where Covid-19
guidelines and the ICT Law were used to target individuals uploading information about
human rights violations to online platforms.\textsuperscript{64} These laws were used to unduly restrict the
activities of citizen reporters and bloggers uploading Covid-19 reports on YouTube,
despite their crucial documentation of offline human rights violations.

\section*{Criminalising Online Expression in Ethiopia}

On 29 March, the Ethiopian Prime Minister’s office reminded law enforcement officers
that they have been tasked with ‘taking action against individuals and groups unleashing
terror on people’s health and sense of safety.’\textsuperscript{65}

On 13 February, Ethiopia passed the Proclamation on Hate Speech and Disinformation\textsuperscript{66}
which falls short of international and regional freedom of expression standards.\textsuperscript{67} The
Proclamation contains inadequate definitions and provisions and heightens the risk of
increased policing and surveillance by both state organs and private bodies. This
Proclamation also fails to specify the independent body tasked with overseeing the implementation of the Proclamation.\textsuperscript{68}

Furthermore, the Proclamation fails to differentiate between different types of hate speech based on its severity\textsuperscript{69} which risks encouraging self-censorship due to fears of being an accessory to an offence. Additionally, Article 8 of the Proclamation requires ‘any enterprise that provides social media service’, including ‘social media service providers and social media enterprises’ to actively monitor, suppress, prevent, and ‘remove or take out of circulation disinformation or hate speech content’,\textsuperscript{70} lest they face liability, in breach of international standards on freedom of expression.

Between March and April, ARTICLE 19 EA identified two instances where Internet users were targeted for spreading false Covid-19 information, and where Articles 4, 5, and 7 of the Proclamation were used to impose charges.\textsuperscript{71} The prohibition against hate speech and disinformation under Articles 4 and 5 of the Proclamation is accompanied by stiff civil and criminal penalties. Article 7(4) imposes a fine of ETB100,000 (USD2,613) or a three-year jail term for any person found guilty of these two vague offences.
Accessibility and Affordability of Digital Technologies

The Covid-19 pandemic magnified that those without access to the Internet and digital technologies are marginalised, economically and socially. Broadband penetration rates are still low in Eastern Africa. Statistics make this point clear but reveal very little information about the reliability, quality, and sustainability of access to the Internet and digital technologies in the region. Furthermore, the Covid-19 pandemic revealed glaring connectivity gaps in all six countries. In turn, these gaps demonstrate the transference of offline inequalities to the digital environment, including documented gendered, income, and age-centric challenges to universal broadband connectivity.

ARTICLE 19 EA has identified two challenge affecting efforts to promote universal, inclusive, and affordable Internet access. These include Internet disruptions and poor, limited, or non-existent information about universal access/service mechanisms, which impacts an assessment of their efficacy. In turn, Internet disruptions retard universal access/service efforts whereas poor information restricts stakeholders from effectively addressing connectivity gaps using coordinated efforts.

Universal Access/Service Funds

Universal access/service funds seek to progressively promote access to affordable digital services to the population, especially in rural, unserved, and underserved areas. Increasing emphasis is being placed on a simultaneous provision of good quality digital connectivity and relevant content.

At the policy and legislative levels, governments’ commitment to universal access/service mechanism objectives and the promotion of nationwide access to digital services relies on the regular publication of annual mechanism reports. Annual reports offer a contextualised standard for the public and CSOs to hold governments to account at national, regional, and international fora, and offer a metric to assess connectivity rates, both in-country and within a specific region. This report calls on governments across Eastern Africa to commit, now more than ever, to proactively disclosing connectivity information in line with open data calls and standards.

Rwanda, Kenya, Uganda, and Tanzania took proactive steps to implement various universal access/service projects, pre-Covid-19.

In South Sudan, given the nascent nature of the Universal Service and Access Fund (USAF), no projects have been implemented yet. However, efforts have been made to expand the regulatory framework (through the development of draft USAF legislation), strengthen internal structures, and assess the gaps in the demand and supply of ICT services. Commendably, the South Sudanese USAF steward notes – in the six-month’s report – that tangible steps have been taken to actualise an assessment of the state of ICT infrastructure service, access, and usage in South Sudan.

Rwanda, Kenya, Tanzania, and South Sudan released reports between 2018 and 2020. Despite this, it is not possible to fully analyse the extent to which ICT ministries, communications regulators, and statutorily created boards have fulfilled their universal access/service fund objectives to enhance ICT access in rural, unserved, and underserved areas, nor to assess the efficacy of these mechanisms.
This stems from a reporting failure by governing authorities in Rwanda, Tanzania, and Kenya who either consistently failed to document the total universal access budget against the actual amount expended for specific projects, or provided inadequate information preventing a comprehensive calculation, or both. In turn, this affects an examination of the funding mechanism’s adherence to best practice demanding transparency and prevented CSOs and other actors from ascertaining how the funds were used, who they were allocated to, and who benefitted from projects.

Specifically, the reports published by regulators in Kenya and Rwanda fail to detail the specific location (county, district, village, ward) of areas which have actually benefitted from universal access/service funds. This is problematic as such information could enable CSOs and the general public to assess the medium-long term benefits of the mechanisms, including identifying uptake by the benefiting community. Commendably, Tanzania stood out as the best-case example in this arena due to its proactive and detailed disclosure of information about the regions, districts, wards, schools, and telecentres which had benefitted from the UCSAF, as well as its release of a publicly accessible register of universal service provision.77

Uganda and Ethiopia stood out as outliers in this regard. The UCC has not released annual reports on the Rural Communications Development Fund (RCDF) since the 2014/2015 period, as of December 2020. This is despite UCC’s own recognition, in the RCDF Operational Guidelines 2017/18–2021/22 (RCDF III), that annual reports constitute one of the sources and means of verifying that the RCDF’s expected results have been achieved.78 ARTICLE 19 EA notes that RCDF project briefings, which were last captured in 2019 via its blog, falls short of the annual reporting requirements set out in Uganda’s legislative and regulatory framework. Ethiopia is the only country that has not operationalised its mechanism promoting universal access, and regulations governing Ethiopia’s Universal Access Fund have not yet been drafted by the Council of Ministers, as of December 2020.

Internet Disruptions

Contrary to universal access drives, Ethiopia and Tanzania disrupted access to the Internet and telecommunication services in response to political unrest, and during the election period.

Ethiopia continues to rely on mass and region-specific Internet shutdowns to respond to political unrest. Against a backdrop of a postponed election,79 on 4 November, the government disrupted telephone and Internet services in Tigray before launching an ongoing military operation. The disruption hindered the free flow of, and access to, timely information and news, while the operation claimed the lives of numerous individuals.80

Prior to this, Ethiopia implemented a nationwide connectivity disruption on 29 June. This was triggered by the death of popular Oromo musician and activist Haacaaluu Hundeessa and justified using the ‘national security’ argument.81 The Ethiopian government proceeded to partially,82 then fully, restore access to the Internet on 23 July.83 However, this shutdown arbitrarily prevented people from exercising numerous rights, including their rights to online and offline freedom of expression, assembly and association, and access to information. The NetBlocks Cost of Shutdown Tool (COST) tool estimates that the 23-day shutdown cost around ETB3 billion (USD103 million).84

Similarly, Tanzania scaled up its targeted onslaught on political opponents, and disrupted telecommunications services, social media, and online communications platforms between July and December. This occurred prior to, and immediately after, the heavily
disputed October elections. On 27 October, Tanzania imposed restrictions on ‘social media and online communication platforms via multiple Internet providers’, including Twitter, WhatsApp, Facebook, and Instagram. Twitter’s Public Policy Team confirmed that it had documented ‘some blocking and throttling of Twitter’. Prior to this, on 24 October, the TCRRA issued an order to service providers, including Viettel Tanzania plc, to ‘temporarily suspend [the] offering of bulk short messaging and bulk voice calling services’ from 24 October to 11 November. A few days after the elections, and following a targeted arrest of several opposition leaders, the US Ambassador Donald Wright indicated, on 2 November, that telecommunications services were still affected.

Restrictions on Privacy and Data Protection

Covid-19 Applications

The protection of personal data is essential for mitigating risks to privacy and enhancing trust in an increasingly interconnected and data-driven world. Some countries have taken positive steps to protect privacy in the context of Covid-19 pandemic. For instance, Immaculate Kassait was sworn in as Kenya’s first Data Commissioner in November, following Kenya’s National Assembly’s (parliament) approval of the President’s nomination. Uganda took steps to expand its data protection regulatory framework. Rwanda’s Cabinet approved the draft Data Protection Bill in October.

Worryingly, most countries also deployed contact tracing applications (apps) and robotic technologies which rely on contentious features, such as facial recognition and global positioning system (GPS) technology. In Kenya, the Ministry of Health scaled up its Covid-19 contact tracing system (Medic Mobile), while the National Transport and Safety Authority (NTSA) planned to introduce a contact tracing app in June as part of its expansion of Section 30(2) of the NTSA Act 2012 via regulations. These government efforts were mirrored by private entities’ efforts, including the development of Bluetooth and geo-sensing technology apps (Linda Application and KoviTrace) by local firms and individuals.

In Rwanda, contact tracing apps relying on phone data profiles, and transmission towers were deployed by RURA in May. Concerningly, reports indicate that Rwanda went a step further and deployed humanoid robots equipped with facial recognition technologies during the same month. Law enforcement agencies have used these digital technologies to monitor individuals in isolation centres as well as track-and-trace individuals who violated Covid-19 rules in public spaces.

In Uganda, a private firm developed a contact tracing application (Covid Tracer) in May which uses overlapped GPS and Bluetooth (smartphone) technologies. Reports indicate that this app will use ‘blurred’ location history, but it is not clear ‘how the blurring is being done or how it effectively traces contact history with blurred data’. In South Sudan, contact tracing initiatives were rolled out, but these were largely analogue processes.

In Ethiopia, the Ministry of Health developed a national Covid-19 surveillance and tracking system with the support of the United States Agency for International Development’s Digital Health Activity. Furthermore, it was reported that by June, over seven apps (including the Covid-19 Ethiopia app and Debo) had been developed for contact tracing and data sharing purposes by health workers.
Although these apps and technologies may assist in dealing with the pandemic, ARTICLE 19 EA is concerned that these initiatives were deployed, and continue to be used, without appropriate human rights safeguards. This concern is more pressing due to the failure to uphold transparent and open processes, using publicly available and constant updates, and the lack of a serious, meaningful and transparent engagement between the government, private entities, and the public. Furthermore, data is only as strong as the operating environment within which it is deployed, and all six countries have watered down human rights protections in one way or another.

Specifically, ARTICLE 19 EA is concerned that these digital tools may be used by governments, during and after the pandemic, for surveillance purposes in contravention of various human rights standards and best practices. Crucially, GPS and facial recognition technologies carry significant risks for various individuals and communities, including profiling risks and reduced anonymity protections, and create a chilling effect on the exercise of numerous rights on online platforms, including the freedoms of expression, assembly, and association. This is especially problematic in countries which have held, or are set to hold, their general or parliamentary elections, such as Tanzania in October 2020, Uganda and Ethiopia in 2021, Kenya in 2022, and Rwanda between 2023 and 2024.

Case Study

Digital Rights in Tanzania: The Right to Digital Anonymity and the Decision Affecting the Refusal to Disclose Whistleblowers’ Identities

In 2016, three court cases were brought against Maxence Melo, the founder and owner of JamiiForums – an online social networking website – as a result of Melo’s alleged refusal to, inter alia, disclose the identities, including ‘Internet protocol addresses, email addresses and phone numbers’ of whistleblowers exposing corruption scandals on JamiiForums. Melo, in his refusal to comply with police disclosure notices, cited privacy concerns and the need to maintain the digital anonymity of Internet users.
Maxence Melo leaves court in Dar es Salaam yesterday after being convicted of obstructing police investigations. © JamiiForums. Source: CPJ. 

Melo was acquitted in one case in 2018, but convicted in two cases in April 2018 and on 8 April 2020. Out of these two convictions, Melo was found to have failed to comply with an order of disclosure of data in his possession under Section 22(2) of the Cybercrimes Act (2015). In the 2018 matter, Melo was ordered to pay a TZS3 million (USD1,300) fine or serve a one-year imprisonment term; however, Melo was released on a ‘Conditional Discharge’ directing him not to commit a similar offence within one year. Melo’s advocates filed a notice of appeal on 8 April contesting the second conviction.
Recommendations

Based on the findings in the report, ARTICLE EA proposes that, at a minimum, the six Eastern Africa countries should adopt the following measures to promote human rights in the digital environment, with the full and effective participation of civil society and other concerned stakeholders:

- Governments should comply with their international, regional, and national freedom of expression and other human rights obligations under international law and standards.

- On freedom of expression, governments should refrain from criminalising free speech and ensure that domestic legislation, regulation, and policies imposing criminal restrictions on the right to freedom of expression are repealed and/or amended as follows:
  - Tanzania – Repeal the Electronic and Postal Communications (Online Content) Regulations 2020, in its entirety.
  - Uganda – Repeal Section 171 of the Penal Code.
  - Ethiopia – Repeal the Proclamation on Hate Speech and Disinformation, in its entirety.
  - Rwanda – Repeal Articles 22 and 60 of the ICT Law and amend the definition of a ‘professional journalist’ under Article 2(19) Media Law to recognise citizen journalists and freelance journalists, in line with the UN definition of journalism.
  - South Sudan – Repeal Sections 75 and 289 of the Penal Code criminalising the publication or communication of false statements prejudicial to South Sudan and criminalising defamation.

- Governments should also promote societal resilience to ‘misinformation’, ‘disinformation’, and ‘hate speech’ by developing and implementing nationwide civic education and empowerment programmes, alongside multi-stakeholder groups, including CSOs and media actors.

- On accessibility and affordability of the Internet and digital technologies, governments should proactively promote the public’s right to know by regularly publishing comprehensive annual reports on universal access/service funding mechanisms.

- On privacy and data protection, governments should refrain from adopting and using Covid-19 applications without appropriate human rights safeguards, including sunset clauses.

- Furthermore, judiciaries should promote human rights protections in the digital environment by enabling rather than watering down digital anonymity protections.
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