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Executive summary
In this report, ARTICLE 19 sets out to establish the legal and regulatory framework in 
which ‘hate speech’ has been dealt with in the United Kingdom (UK), with a focus on 
England and Wales, and a particular focus on the media.

The problem of ‘hate speech’ is not new in the UK; however, recent events and 
technological innovation have thrown the issue of ‘hate speech’ in the UK into sharper 
focus. The debate surrounding Britain’s exit from the European Union (Brexit), the 
murder of the Member of Parliament Jo Cox by a right wing extremist in June 2016, and 
the prevalence of ‘hate speech’ on social media have prompted a renewed interest in the 
challenge of balancing free expression and the protection of robust social and political 
discourse with the need to promote respect for the dignity and autonomy of others.

The legal framework governing ‘hate speech’ in the UK has evolved over many 
centuries, with some acceleration in the last fifty years due to the development of anti-
discrimination legislation and human rights law. This legal framework has developed on a 
piecemeal basis into its current state, creating a complex web of criminal sanctions, civil 
causes of action, and regulatory codes.

The UK has no written constitution, and English criminal law has no governing 
instrument such as a penal code. The criminal restrictions reflect the UK’s piecemeal 
legal structure. The most important (and controversial) criminal laws in this area involve 
‘incitement to hatred’ on the grounds of race or of religious or sexual orientation. 
Harassment may also amount to a criminal offence, and if motivated by hatred towards 
those on the basis of a protected characteristic, the offence will be aggravated and 
attract a more severe sentence. 

The report finds that the police and the Crown Prosecution Service are equipped (subject 
to funding constraints) to prosecute individuals engaging in ‘hate speech’ of sufficient 
gravity that it should be criminalised, and that they do bring such prosecutions under 
one or several of the array of laws that exist to tackle these crimes. However, the report 
has found that the criminal law has not been used against a media outlet for many years, 
and never for engaging in ‘hate speech’ in relation to any person or group of persons on 
the basis of a protected characteristic. In terms of the regulatory environment, whilst 
individuals may bring complaints against the self-regulated media, such complaints are 
limited in scope, uncertain in outcome, and are not always easy to access. Furthermore, 
there is no mechanism by which the very powerful British print media may be held 
to account for the disparagement of a group of persons on the basis of a protected 
characteristic.

There are a number of civil actions that might arise in the case of the commission of 
‘hate speech.’ Those include harassment, defamation, misuse of private information, or 
private actions under the Equality Act 2010. Generally, the bringing of a civil action in 
relation to an incident involving ‘hate speech’ is cumbersome and expensive, and the 
report has identified only limited examples.
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The regulatory environment is also in a state of development, although there is no 
coherent government policy guiding this. In relation to broadcast media, the position 
is relatively settled. However, in relation to print media, the outlook is very uncertain. 
Recent events and the proliferation of online ‘hate speech’ have led to calls to reform the 
current legal landscape. There are also real questions over the extent – if any – to which 
the government may seek to regulate online media. Whilst much has recently been said 
on this matter, little concrete action has been proposed.

Summary of recommendations:

• All relevant legislation - in particular the criminal law provisions - should be revised 
for their compliance with international human rights standards applicable to ‘hate 
speech’.

• The provisions on incitement to hatred should be reviewed with a view to making 
them more effective and usable.

• The advocacy of discriminatory hatred that constitutes incitement to hostility, 
discrimination, or violence should be prohibited in line with Articles 19(3) and 20(2) 
of the International Covenant on Civil and Political Rights (ICCPR), establishing 
a high threshold for limitations on free expression as set out in the Rabat Plan of 
Action, as well as prohibitions on direct and public incitement to genocide and 
incitement to crimes against humanity.

• The protective scope of any measures to address ‘hate speech’ should encompass 
all protected characteristics recognised under international human rights law. In 
particular, the list of protected characteristics should be revised in light of the right 
to non-discrimination as provided under Article 2(1) and Article 26 of the ICCPR.

• The UK Government should develop a comprehensive plan for the implementation 
of the Rabat Plan of Action. In particular, it should adopt and implement a 
comprehensive plan for training law enforcement authorities, the judiciary, and those 
involved in the administration of justice on issues concerning the prohibition of 
incitement to hatred and ‘hate speech.’ A multi-stakeholder strategy to counter ‘hate 
speech’ in all its forms and in line with international human rights obligations should 
be discussed and adopted in partnership by all relevant stakeholders, including state 
institutions, civil society organisations, broadcast and print media, as well as Internet 
platforms and operators.

• Civil law remedies should be strengthened and made fully accessible to provide 
stronger remedies for victims of ‘hate speech.’ The government should also remove 
practical obstacles to ensure that victims of ‘hate speech’ and discrimination can 
rely on civil law to seek protection of their rights. In particular, it should ensure that 
changes to the legal aid system do not undermine the right of access to courts and 
effective remedy for victims of ‘hate speech.’

• Ofcom, the UK’s communications regulator, should continue its constructive review of 
‘hate speech’ in the broadcast media and continue to develop policy guidance for the 
media.



6

• Self-regulatory bodies for print media should increase their internal diversity and in 
particular ensure that their membership includes members from minorities and other 
groups subject to discrimination. They should also develop further guidelines on 
reporting on groups subject to discrimination, and streamline the complaint process 
to prevent individuals being discouraged from bringing claims. Effective measures 
should be taken to address violation of self-regulatory bodies’ codes of conduct. 
Self-regulatory bodies should also organise regular training courses and updates 
for professional and trainee journalists on the internationally binding human rights 
standards on ‘hate speech’ and freedom of expression, and on the relevant ethical 
codes of conduct.

• Public officials, including politicians, should acknowledge that they play a leading 
role in recognising and promptly speaking out against intolerance and discrimination, 
including instances of ‘hate speech’. This requires recognising and rejecting the 
conduct itself, as well as the prejudices of which it is symptomatic; expressing 
sympathy and support to the targeted individuals or groups; and framing such 
incidents as harmful to the whole of society. These interventions are particularly 
important when intercommunal tensions are high, or are susceptible to being 
escalated, and when political stakes are also high, such as in the run-up to elections.

• Media organisations and media outlets should recognise that they play an important 
role in combatting ‘hate speech’ and intolerance and prejudices in the media. They 
should intensify their efforts to provide adequate responses. They should ensure that 
they fully respect relevant ethical codes and ensure that ethical codes of conduct on 
‘hate speech’ are effectively implemented and that effective measures are undertaken 
to address any violations. The ethical codes should be internalised by journalists and 
media outlets in order to ensure a full compliance with them.
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Introduction 
The problem of ‘hate speech’ is not new in the United Kingdom (UK), in particular 
because of its colonial past and long history of nationalist conflict. However, recent 
events and technological innovation have thrown the issue of ‘hate speech’ in the UK 
into sharper focus.

‘Hate speech’ against migrants and refugees was a prominent feature of the ‘Brexit’ 
campaign prior to the 2016 referendum on the UK’s membership of the European Union 
(EU), and was seemingly prevalent in the aftermath of the decision to leave the EU. 
Several reports have documented an increase of reported incidents of ‘hate crime’ in the 
UK during this period.1 In June 2017, the UK held a general election that returned the 
Conservative Party to power, although without a majority, with immigration continuing to 
be a topic of public debate during the election and, in some instances, those discussions 
leading to instances of ‘hate speech.’2 In the aftermath of several recent terrorist 
attacks in the UK, individuals from, or perceived to be from, Muslim communities have 
additionally faced a discriminatory backlash. There has also been a reported increase in 
hate crimes against persons with disabilities and transgender individuals. The majority of 
reports related to discriminatory hatred are, however, racially motivated.3

Political parties, in particular the populist anti-migrant UK Independence Party (UKIP) 
and other political actors, have themselves been responsible for contributing to intolerant 
political discourse, especially on the topic of immigration. Moreover, politicians, 
including the current and former Prime Minister, have made inflammatory remarks about 
migrants and minorities as well as statements that human rights protections should be 
changed “if they get in the way” of the country’s fight against terrorism.4 ‘Hate speech’ 
in the legacy media also continues to be a problem, in particular in the tabloid press, 
which frequently foments prejudice against, and promotes negative stereotypes of, 
minorities and migrants.5

Technological innovation – including online news platforms, social media, and the 
ubiquity of mass and targeted communication – has greatly facilitated public discourse. 
However, technology has also played a role in the degradation of public discourse: 
exaggerating differences in political opinion; disseminating extreme content to a very 
wide audience; and, facilitating those who wish to sow division and hatred. A number 
of reports have documented the rise of ‘hate speech’ on social media, including anti-
immigrant or anti-refugee language, racist abuse, or anti-Muslim comments.6

These problems, and the murder of the Member of Parliament (MP) Jo Cox by a right-
wing extremist in June 2016,7 have prompted a renewed interest in the challenge 
of balancing freedom of expression and the protection of robust social and political 
discourse with the need to promote respect for the dignity and autonomy of others. They 
have also raised serious questions about how to address the potential for violent action 
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from those holding extremist or fixated views. This has led to calls to reform the current 
legal landscape, including, in particular, in order to address ‘hate speech’ and other 
issues on social media (such as online harassment). Whilst much has recently been said 
on the issue, little concrete action has been proposed.

ARTICLE 19 finds that UK legislation contains robust guarantees for both the right to 
freedom of expression and the right to equality, and a range of mechanisms by which 
‘hate speech’ can be addressed under English Law. Three principle areas are covered: 
criminal restrictions, civil actions, and the regulatory environment. However, the 
applicable legislation does not necessarily fully comply with international freedom of 
expression standards.

This report therefore examines the compliance of the applicable legal framework on ‘hate 
speech’ in the UK, in particular in England and Wales,* with international human rights 
standards and offers recommendations for improvement.8 It does not set out to examine 
in any detail the incidence of ‘hate speech,’ or how ‘hate speech’ has very recently 
become a political issue in the UK.

The report is part of a broader project by ARTICLE 19 in six EU countries (Austria, 
Germany, Hungary, Italy, Poland, and the United Kingdom) to identify commonalities 
and differences in national approaches to ‘hate speech,’ specifically in the media, and to 
recommend good practices for replication, as well as concerns to be addressed.
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International human rights standards
In this report, the review of the legal framework on ‘hate speech’ in the UK (England 
and Wales) is informed by international human rights law and standards, in particular 
regarding the mutually interdependent and reinforcing rights to freedom of expression 
and equality. 

The right to freedom of expression

The right to freedom of expression is protected by Article 19 of the Universal Declaration 
of Human Rights (UDHR)9 and given legal force through Article 19 of the International 
Covenant on Civil and Political Rights (ICCPR).10

The scope of the right to freedom of expression is broad. It requires States to guarantee 
to all people the freedom to seek, receive, or impart information or ideas of any kind, 
regardless of frontiers, through any media of a person’s choice. The United Nations 
(UN) Human Rights Committee (HR Committee), the treaty body of independent experts 
monitoring States’ compliance with the ICCPR, has affirmed the scope extends to the 
expression of opinions and ideas that others may find deeply offensive,11 and this may 
encompass discriminatory expression.

While the right to freedom of expression is fundamental, it is not absolute. A State may, 
exceptionally, limit the right under Article 19(3) of the ICCPR, provided that the limitation is:

·	 Provided for by law, so any law or regulation must be formulated with sufficient precision 
to enable individuals to regulate their conduct accordingly;

·	 In pursuit of a legitimate aim, listed exhaustively as: respect of the rights or reputations 
of others; or the protection of national security or of public order (ordre public), or of 
public health or morals; or

·	 Necessary in a democratic society, requiring the State to demonstrate in a specific 
and individualised fashion the precise nature of the threat, and the necessity and 
proportionality of the specific action taken, in particular by establishing a direct and 
immediate connection between the expression and the threat.12 

Thus, any limitation imposed by the State on the right to freedom of expression, including 
limiting ‘hate speech’, must conform to the strict requirements of this three-part test. 
Further, Article 20(2) of the ICCPR provides that any advocacy of national, racial, or 
religious hatred that constitutes incitement to discrimination, hostility, or violence must 
be prohibited by law (see overleaf).

At the European level, Article 10 of the European Convention on Human Rights (European 
Convention)13 protects the right to freedom of expression in similar terms to Article 19 of the 
ICCPR, with permissible limitations set out in Article 10(2).14 Within the EU, the right to 
freedom of expression and information is guaranteed in Article 11 of the Charter of Fundamental 
Rights of the European Union.   
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The right to equality

The right to equality and non-discrimination is provided in Articles 1, 2, and 7 of the 
UDHR.15 These guarantees are given legal force in Articles 2(1) and 26 of the ICCPR, 
obliging States to guarantee equality in the enjoyment of human rights, including the 
right to freedom of expression and equal protection of the law.

At the European level, the European Convention prohibits discrimination in Article 14 
and, more broadly, in Protocol No. 12.

Limitations on ‘hate speech’

While ‘hate speech’ has no definition under international human rights law, the 
expression of hatred towards an individual or group on the basis of a protected 
characteristic can be divided into three categories, distinguished by the response 
international human rights law requires from States:16

• Severe forms of ‘hate speech’ that international law requires States to prohibit, 
including through criminal, civil, and administrative measures, under both 
international criminal law and Article 20(2) of the ICCPR;

• Other forms of ‘hate speech’ that States may prohibit to protect the rights of others 
under Article 19(3) of the ICCPR, such as discriminatory or bias-motivated threats or 
harassment; or

• ‘Hate speech’ that is lawful and should therefore be protected from restriction under 
Article 19(3) of the ICCPR, but which nevertheless raises concerns in terms of 
intolerance and discrimination, meriting a critical response by the State.

Obligation to prohibit

Article 20(2) of the ICCPR obliges States to prohibit by law “any advocacy of national, 
racial or religious hatred that constitutes incitement to discrimination, hostility or 
violence”. In General Comment No. 34, the HR Committee stressed that while States are 
required to prohibit such expression, these limitations must nevertheless meet the strict 
conditions set out in Article 19(3).17

The Rabat Plan of Action,18 adopted by experts following a series of consultations 
convened by the UN Office of the High Commissioner for Human Rights (OHCHR), 
advances authoritative conclusions and recommendations for the implementation of 
Article 20(2) of the ICCPR.19

• Incitement. Prohibitions should only focus on the advocacy of discriminatory hatred 
that constitutes incitement to hostility, discrimination, or violence, rather than the 
advocacy of hatred without regard to its tendency to incite action by the audience 
against a protected group.
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• Six-part threshold test. To assist in judicial assessments of whether a speaker intends 
and is capable of having the effect of inciting their audience to violent or discriminatory 
action through the advocacy of discriminatory hatred, six factors should be considered:

• Context: the expression should be considered within the political, economic, 
and social context prevalent at the time it was communicated, for example 
the existence or history of conflict, existence or history of institutionalised 
discrimination, the legal framework, and the media landscape;

• Identity of the speaker: the position of the speaker as it relates to their 
authority or influence over their audience, in particular if they are a 
politician, public official, religious or community leader;

• Intent of the speaker to engage in advocacy to hatred; intent to target a 
protected group on the basis of a protected characteristic, and knowledge 
that their conduct will likely incite the audience to discrimination, hostility, 
or violence;

• Content of the expression: what was said, including the form and the style of 
the expression, and what the audience understood by this;

• Extent and magnitude of the expression: the public nature of the expression, 
the means of the expression, and the intensity or magnitude of the 
expression in terms of its frequency or volume; and

• Likelihood of harm occurring, including its imminence: there must be a 
reasonable probability of discrimination, hostility, or violence occurring as a 
direct consequence of the incitement.

• Protected characteristics. States’ obligations to protect the right to equality more 
broadly, with an open-ended list of protected characteristics, supports an expansive 
interpretation of the limited protected characteristics in Article 20(2) of the ICCPR 
to provide equal protection to other individuals and groups who may similarly be 
targeted for discrimination or violence on the basis of other recognised protected 
characteristics.

• Proportionate sanctions. The term “prohibit by law” does not mean criminalisation; the 
HR Committee has said it only requires States to “provide appropriate sanctions” in 
cases of incitement.20 Civil and administrative penalties will in many cases be most 
appropriate, with criminal sanctions an extreme measure of last resort.

The Committee on the Elimination of all forms of Racial Discrimination (the CERD 
Committee) has also based their guidance for respecting the obligation to prohibit certain 
forms of expression under Article 4 of the International Convention on the Elimination of 
all forms of Racial Discrimination (ICERD) on this test.21

At the European level, the European Convention does not contain any obligation on 
States to prohibit any form of expression, as under Article 20(2) of the ICCPR. However, 
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the European Court of Human Rights (European Court) has recognised that certain forms 
of harmful expression must necessarily be restricted to uphold the objectives of the 
European Convention as a whole.22 The European Court has also exercised particularly 
strict supervision in cases where criminal sanctions have been imposed by the State, 
and in many instances it has found that the imposition of a criminal conviction violated 
the proportionality principle.23 Recourse to criminal law should therefore not be seen as 
the default response to instances of harmful expression if less severe sanctions would 
achieve the same effect.  

At the EU level, the Council’s framework decision “on combating certain forms and 
expressions of racism and xenophobia by means of criminal law”24 requires States 
to sanction racism and xenophobia through “effective, proportionate and dissuasive 
criminal penalties”. It establishes four categories of incitement to violence or hatred 
offences that States are required to criminalise with penalties of up to three years. States 
are afforded the discretion of choosing to punish only conduct which is carried out in “a 
manner likely to disturb public order” or “which is threatening, abusive, or insulting”, 
implying that limitations on expression not likely to have these negative impacts can 
legitimately be restricted. These obligations are broader and more severe in the penalties 
prescribed than the prohibitions in Article 20(2) of the ICCPR, and do not comply with 
the requirements of Article 19(3) of the ICCPR.25  

Permissible limitations

There are forms of ‘hate speech’ that target an identifiable individual, but that do 
not necessarily advocate hatred to a broader audience with the purpose of inciting 
discrimination, hostility, or violence. This includes discriminatory threats of unlawful 
conduct, discriminatory harassment, and discriminatory assault. These limitations must 
still be justified under Article 19(3) of the ICCPR.

Lawful expression

Expression may be inflammatory or offensive, but not meet any of the thresholds 
described above. This expression may be characterised by prejudice and raise concerns 
over intolerance, but does not meet the threshold of severity at which restrictions on 
expression are justified. This also includes expression related to the denial of historical 
events, insult of State symbols or institutions, and other forms of expression that some 
individuals and groups might find offensive.

This does not preclude States from taking legal and policy measures to tackle the 
underlying prejudices of which this category of ‘hate speech’ is symptomatic, or from 
maximising opportunities for all people, including public officials and institutions, to 
engage in counter-speech.
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Freedom of expression online 

International law

At the international level, the UN Human Rights Council (HRC) recognised in 2012 
that the “same rights that people have offline must also be protected online”.26 The HR 
Committee has also made clear that limitations on electronic forms of communication or 
expression disseminated over the Internet must be justified according to the same crite-
ria as non-electronic or ‘offline’ communications, as set out above.27

While international human rights law places obligations on States to protect, promote, 
and respect human rights, it is widely recognised that business enterprises also have a 
responsibility to respect human rights.28 Importantly, the UN Special Rapporteur on the 
promotion and protection of the right to freedom of opinion and expression (Special Rap-
porteur on FOE) has long held that censorship measures should never be delegated to 
private entities.29 In his June 2016 report to the HRC,30 the Special Rapporteur on FOE 
enjoined States not to require or otherwise pressure the private sector to take steps that 
unnecessarily or disproportionately interfere with freedom of expression, whether through 
laws, policies, or extra-legal means. He further recognised that “private intermediaries 
are typically ill-equipped to make determinations of content illegality”,31 and reiterated 
criticism of notice and take-down frameworks for “incentivising questionable claims and 
for failing to provide adequate protection for the intermediaries that seek to apply fair 
and human rights-sensitive standards to content regulation”, i.e. the danger of “self- or 
over-removal”.32

The Special Rapporteur on FOE recommended that any demands, requests, and other 
measures to take down digital content must be based on validly enacted law, subject 
to external and independent oversight, and demonstrate a necessary and proportionate 
means of achieving one or more aims under Article 19(3) of the ICCPR.33

European law

At the EU level, the E-Commerce Directive requires that Member States shield 
intermediaries from liability for illegal third party content where the intermediary does 
not have actual knowledge of illegal activity or information and, upon obtaining that 
knowledge, acts expeditiously to remove or disable access to the content at issue.34 The 
E-Commerce Directive prohibits Member States from imposing general obligations on 
intermediaries to monitor activity on their services.35 The regulatory scheme under the 
E-Commerce Directive has given rise to so-called ‘notice-and-takedown’ procedures, 
which have been sharply criticised by the special mandates on freedom of expression for 
their lack of clear legal basis and basic procedural fairness.

The limited shield from liability for intermediaries provided by the E-Commerce Directive 
has been further undermined by the approach of the European Court. In Delfi AS v. 
Estonia, the Grand Chamber of the European Court found no violation of Article 10 of 



14

the European Convention where a national court imposed civil liability on an online news 
portal for failure to remove “clearly unlawful” comments posted to the website by an 
anonymous third party, even without notice being provided.36 A joint dissenting opinion 
highlighted that this “constructive notice” standard contradicts the requirement of actual 
notice in Article 14 para 1 of the E-Commerce Directive, necessitating intermediaries to 
actively monitor all content to avoid liability in relation to specific forms of content, thus 
additionally contradicting Article 5 of the E-Commerce Directive.37

Decisions subsequent to Delfi AS appear to confine the reasoning to cases concerning 
‘hate speech’.38 More recently, the European Court rejected as inadmissible a complaint 
that the domestic courts had failed to protect the applicant’s right to privacy by refusing 
to hold a non-profit association liable for defamatory comments posted to their website 
by a third party. The Court noted that the comments were not ‘hate speech’ or direct 
threats and were removed upon notice (though a formal notice-and-takedown procedure 
was not in place).39 The position and resources of the intermediary were also relevant 
factors.40

Lastly, the 2016 European Commission’s Code of Conduct on Countering Illegal Hate 
Speech,41 developed in collaboration with some of the major information technology 
companies, constitutes a (non-legally binding) commitment to remove “illegal hate 
speech”, defined on the basis of the Framework Decision on Combatting Certain Forms 
and Expressions of Racism and Xenophobia by Means of Criminal Law,42 within 24 
hours. While the Code of Conduct is ostensibly voluntary, it is part of a concerning 
trend whereby States (including through intergovernmental organisations) are increasing 
pressure on private actors to engage in censorship of content without any independent 
adjudication on the legality of the content at issue.43 In short, the law on intermediary 
liability remains legally uncertain in Europe, with tensions between the European Court’s 
jurisprudence and the protections of the E-Commerce Directive, as well as the guidance 
of the international freedom of expression mandates.
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Basic legal guarantees in national law

An enabling environment for freedom of expression and the right to equality 

Legal protection of the right to freedom of expression

The UK has no written constitution. Until the coming into force of the Human Rights Act 
199844 the only constitutional protection afforded to freedom of expression was to be 
found in the Bill of Rights (1689), but the protection applied only to MPs.45 A right to 
free speech (or expression) was not generally recognised by the common law. However, 
restrictions on freedom of expression (including on the basis of ‘hate speech’) was 
provided by a relatively disparate group of common law and legislative provisions.46

Those restrictive measures have a long history. The crime of scandalum magnatum – 
a form of criminal defamation protecting only the powerful47 – dates back to 1275. 
Seditious libel and blasphemy laws were extensively used throughout the Middle Ages 
and beyond to restrict dissent, and printing and public performances have been subject 
to state regulation for many centuries.48 The crime of obscene libel emerged in the 18th 
century, and a number of Obscene Publications Acts have followed.49 

In 2000, the right to freedom of expression was explicitly recognised by the Human 
Rights Act. Under this legislation, the right to freedom of expression, as guaranteed 
by Article 10 of the European Convention on Human Rights (European Convention), is 
protected by law in the UK. Courts are under an obligation to interpret legislation in a 
manner compatible  with the right, if possible.50 Moreover, it is unlawful for a public 
authority to act in a manner that is incompatible with this legal protection.51

Moreover, the right to freedom of expression is provided a statutory guarantee in 
educational settings. The Education (No. 2) Act 1986 provides that every individual 
and body of persons concerned in the governance of any relevant educational 
establishment shall take such steps as are reasonably practicable to ensure that freedom 
of speech, within the law, is secured for those using and connected to the educational 
establishment.52 This includes a duty to ensure that the use of premises is not denied 
based upon the beliefs, views, or policy objectives of any person seeking to use them. 
It also requires each governing body to keep (and keep up to date) a relevant code of 
practice, and to enforce this code.53 In only two recorded cases under these provisions,54 
the courts have given educational establishments a reasonably wide margin in which 
to determine the issue of reasonable practicability. Recently, the issue of freedom 
of expression in educational settings, particularly in tertiary education, has been the 
subject of particular scrutiny and debate.55
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Legal protection of the right to equality  

The universal legal protection of individuals against ‘hate speech’ in the UK did not 
emerge until the latter part of the 20th century. Harold Wilson’s Labour governments 
of the 1960s and 1970s oversaw an extensive and radical programme of equality 
legislation, including the Race Relations Act 1965, the Sex Discrimination Act 1975, 
and the more comprehensive Race Relations Act of 1976.56 It was not until 1995 that a 
Disability Discrimination Act was passed, and the UK’s anti-discrimination laws remain 
a patchwork to this day. What now unifies them into a workable canon is the Human 
Rights Act 1998 and the requirement that UK laws must now be consistent with the 
more cohesive body of rights and case law of the European Convention. It remains the 
case, however, that domestic laws governing discrimination on the grounds of protected 
characteristics are an unwieldy and opaque tangle of primary, secondary, and European 
legislation.

A step towards the codification of these laws was taken by way of the Equality Act 
2010, which seeks to bring into one piece of primary legislation protections based on 
the protected characteristics of age, disability, gender identity, pregnancy and maternity, 
race, religion or belief, sex, and sexual orientation. The Equality Act also created the 
Public Sector Equality Duty (PSED):57 a duty on public authorities to consider how 
their policies and decisions affect those with protected characteristics. The PSED 
applies to the Police and to the Crown Prosecution Service (CPS), and therefore has 
direct relevance to the issue of ‘hate speech,’ in that decisions made by those bodies in 
relation to crimes perpetrated on the basis of a protected characteristic must be made 
with the duty in mind.58
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Prohibitions of ‘hate speech’ 
in criminal law 

English criminal law is not governed by a single overarching statute or set of governing 
statutes such as a penal code. It is made up of disparate statutory (Acts of Parliament 
and subordinate legislation) and common law (conventional but unwritten rules and laws 
governed by judicial precedent) provisions.

For some years now, the criminal law has been trying to grapple with hate crime. It 
has done so by the creation of some specific, statutory ‘hate crime’ offences, such as 
racialist chanting at football matches or incitement to hatred based upon a protected 
characteristic, and by provisions that aggravate certain primary offences, where those 
offences involve targeting one or more protected characteristic.

Criminal provisions directly restricting ‘hate speech’

Those criminal offences most likely to involve ‘hate speech’ include the following 
offences.

·	 Stirring up racial hatred: According to Section 18 of the Public Order Act 1986,59 “a 
person who uses threatening, abusive, or insulting words or behaviour, or displays 
any written material which is threatening, abusive, or insulting, is guilty of an 
offence if: a) he intends to thereby stir up racial hatred, or b) having regard to all 
the circumstances racial hatred is likely to be stirred up thereby.”60 The offence 
can include such things as making a speech, displaying a racist poster, publishing 
written material, performing a play, or broadcasting something in the media. It must 
first be proved that the conduct is threatening, abusive, or insulting, before going 
on to consider whether the accused either intended to stir up racial hatred, or made 
that outcome more likely. ‘Racial hatred’ is defined as hatred against a group of 
persons by reference to “colour, race, nationality (including citizenship), or ethnic or 
national origins.”61 

In its guidance notes on prosecuting incitement crimes, the CPS highlights the 
importance of freedom of expression62 as well as the detrimental effect of ‘hate 
speech’ on individuals and society.63 It notes that ‘hatred’ is a very strong emotion 
and that “stirring up racial tension, opposition, even hostility may not necessarily 
be enough to amount to an offence.”64 In the absence of evidence of intention, or 
evidence from which the intention can be inferred, the prosecution must assess what 
‘likely’ means; it must mean more than merely possible.

These provisions have been applied to ‘hate speech’ cases, for example in the R v 
Umran Javed and Others case. The case concerned a demonstration on 3 February 
2006 in Central London in reaction to the publishing of cartoons depicting the 
Prophet Mohammed in various European countries, although not in the UK.65 During 
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the demonstration, violent slogans were chanted and broadcast from a speaker 
mounted on a vehicle.66 Three men who led the chanting were convicted of varying 
degrees of criminal responsibility under Section 18 of the Public Order Act 1986, as 
well as Section 4 of the Offences Against the Person Act 1861. The Court of Appeal67 
reduced their sentences considerably (from six years to four years, and from four 
years to 30 months), stating: 

The videos that we have seen did not portray the scene [of frenzy…]. While at times 
the chanting was loud and enthusiastic, the demeanour of the demonstrators did not 
appear to be violent or threatening. There was a considerable police presence. The 
police decided that to intervene might provoke disorder and this evaluation may well 
have been correct. Having said this, the demonstration took place only six months after 
the London bombings of July 7 and, at times, both these, the Madrid bombings and 
the attack of September 11 were the subject of approbatory chanting. The exhortations 
on some of the placards and the subject matter of the chanting were offensive in the 
extreme. They were a demonstration of and an incitement to racial hatred.68

·	 Hatred on the grounds of religion or sexual orientation: Part 3A of the Public Order 
Act 198669 sets out the crime of incitement to hatred on the grounds of religion 
or sexual orientation, which is committed if a person uses threatening words or 
behaviour, or displays any written material which is threatening, with the intention 
to stir up religious hatred or hatred on the grounds of sexual orientation. The 
introduction of these provisions was highly controversial; as a result, they were 
ultimately watered down, although they had originally been intended to mirror the 
provisions on incitement to racial hatred.70

The provisions dealing with religious hatred only encompass threatening conduct (as 
opposed to incitement to racial hatred, which also encompasses abusive or insulting 
conduct), and only encompass conduct intended by the accused to stir up religious 
hatred (rather than additionally conduct likely to do so). No offence is committed if 
the conduct is committed inside a dwelling and is not witnessed by other persons in 
that or another dwelling, and it is a defence if the accused proves that he was inside 
a dwelling and had no reason to believe his conduct would be witnessed by anyone 
outside the dwelling.

The Public Order Act specifically prohibits the publishing and/or distribution of 
written material, recordings, etc., which is ‘inflammatory,’ in that it is threatening 
and intended to stir up religious hatred.

Specific reference is made to freedom of expression in Section 29J of the Public 
Order Act, which states that this part of the Act should not be read or applied “in 
a way which prohibits or restricts discussion, criticism or expressions of antipathy, 
dislike, ridicule, insult or abuse of particular religions or the beliefs or practices 
of their adherents, or of any other belief system or the beliefs or practices of its 
adherents, or proselytising or urging adherents of a different religion or belief system 
to cease practising their religion or belief system”.
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Proceedings may only be brought by or with the consent of the Attorney General. 
All of the incitement offences in the Public Order Act 1986 are supplemented by 
associated offences of the distribution, broadcasting, performance, public display, 
and possession of inflammatory material.

Interpretation of criminal provisions directly restricting ‘hate speech’

The CPS groups a number of potential offences (as per the above, in addition to a 
number of offences outlined in the subsequent section) into what it calls “racist or 
religious incidents”/”racist or religious hate crimes.”71 The CPS defines a ‘racist incident’ 
in line with the statement from the Stephen Lawrence Inquiry Report as “any incident 
which is perceived to be racist by the victim or any other person.”72 Applying that to the 
definition of a religious incident, a religious incident is “any incident which is believed 
to be motivated because of a person’s religion, by the victim or any other person.”73 It 
should be noted that not all racist or religious incidents are crimes, and even those 
that are assessed as such may not be prosecuted because of a lack of evidence. The 
term ‘hatred on the grounds of sexual orientation’ is defined in the new section 29AB 
of the Public Order Act 1986 and is expressly limited to orientation towards persons of 
the same sex, the opposite sex, or both. It does not extend to orientation based on, for 
example, a preference for particular sexual acts or preferences.74

Some offences have a race or religion element as a central aspect of the offence, 
whereas other offences may be only aggravated by the presence of a race or religion 
aspect. This latter group includes offences such as assault, wounding and damage, 
and, potentially of greater relevance to freedom of expression, harassment and public 
order offences such as causing people to fear violence. If proven, the presence of the 
aggravating factors will result in more severe sentences being handed down than would 
be given for the simple offences. A prosecutor must prove that the accused either 
demonstrated, or was motivated by, hostility to the victim based upon the victim’s 
belonging (or being perceived as belonging) to a particular racial or religious group.

There are also specific and detailed CPS guidelines on prosecuting cases involving 
communications sent via social media.75 Importantly, the CPS provides further guidance76 

on the implementation of these provisions in practice. In its guidance on the application 
of racial hatred provisions, it specifies the following important aspects:

·	 The nature of the offence: The first thing that must be proven is “whether the 
behaviour is threatening, abusive or insulting” and “these words are given their 
normal meaning.” It also notes that the courts have ruled that behaviour can be 
“annoying, rude or even offensive without necessarily being insulting.”77

·	 Intent: The CPS should consider whether the offender “intended to stir up racial 
hatred or whether racial hatred was likely to result.”78  As noted above, “stirring up 
racial tension, opposition, even hostility may not necessarily be enough to amount 
to an offence.” The guidance notes that the intent to cause racial hatred is often 
obvious (e.g. “by making a public speech condemning a group of people because 
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of their race and deliberately encouraging others to turn against them and perhaps 
commit acts of violence”).79  However, if the evidence is not clear, the CPS might 
“rely upon people’s actions in order to infer their intention.” 80  

·	 Context and likelihood of the hatred: The guidance also notes that if it is not possible 
to prove intent to stir up racial hatred, the prosecution must show that “in all the 
circumstances, hatred was likely to be stirred up.”81  It specifies that ‘likely’ does not 
mean that racial hatred was simply possible, but the prosecution must examine the 
context of any behaviour very carefully, in particular the likely audience, as this will 
be highly relevant.82

As for religious hatred, this is more difficult to prosecute when compared to racial 
hatred (for which the standard is already high) since the criminal offence only 
covers threatening words or behaviour (not insults or abuse) and only covers such words 
or behaviour that are intended to stir up religious hatred (not behaviour that is likely to 
stir up hatred).

There are several issues with these provisions in terms of their compliance with Article 
20(2) of the ICCPR:

·	 Prohibited conduct: The provisions prohibit types of conduct that go far beyond those 
specified in Article 20(2) of the ICCPR (advocacy of national, racial, or religious 
hatred that constitutes incitement to discrimination, hostility, or violence) as 
requiring criminalisation. At the same time, the provisions fail to prohibit incitement 
to discrimination.

·	 The protected characteristics are limited only to those on race, religion, and sexual 
orientation. Other grounds excluded from protection are age and disability, among 
others.

·	 The provisions do not explicitly require the intent of the perpetrator to be proven. 
The CPS guidelines indicate that intent is not required if “racial hatred was likely to 
result.”

Criminal provisions indirectly restricting ‘hate speech’

There are a number of other offences that can be applied against ‘hate speech’, 
including:

·	 Threats: A threat to kill – however communicated – is an offence contrary to 
Section 16 of the Offences Against the Person Act 1861.83 Threats short of a 
threat to kill are more likely to be dealt with as harassment or under the Malicious 
Communications Act 1988, the Communications Act 2003, or as public order 
offences (see overleaf). By Section 4 of the 1861 Act, it is also an offence to solicit, 
encourage, persuade or endeavour to persuade, or propose to any person, to murder 
another person.
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·	 Harassment: By Section 1 of the Protection from Harassment Act 1997,84 a person 
must not pursue a course of conduct which amounts to harassment of another 
person and which he knows, or ought to know, amounts to harassment of that 
person. ‘Harassment’ is not defined, save that it is said to “include alarming the 
person or causing the person distress.”85 “A course of conduct” is conduct on 
more than one occasion86 and must not be two distant incidents;87 however, it has 
been held (in the civil context) that where publication takes place online, a single 
publication may constitute harassment where it is likely to come to the attention 
of the victim on more than one occasion.88 Harassment is both a crime (by section 
2) and a civil cause of action (by Section 3). Additionally, there is a statutory 
offence of stalking (Section 2A) which has a more severe sentence (51 weeks) 
than ordinary harassment.89 Harassment is punishable on conviction by up to six 
months imprisonment,90 or up to two years if it is racially or religiously aggravated.91 
Harassment may be committed by publication,92 including in the media.93 For 
example, in 2016, Saul Nyland was sentenced to six weeks in prison after pleading 
guilty to two counts of harassment at Liverpool Magistrates’ Court. He used social 
media to harass a victim on the basis of disability.94

·	 Sections 4 and 5 of the Public Order Act 198695 create the offence of using 
threatening, abusive, or insulting words or behaviour that cause, or are likely to 
cause, another person harassment, alarm, or distress. Section 5 creates the similar 
offence of displaying any writing, sign, or other visible representation which is 
threatening, abusive, or insulting within the hearing or sight of a person likely to be 
caused harassment, alarm, or distress, whether in a public or a private place. It is 
a defence to prove that the accused had no reason to believe that any such person 
was likely to be caused harassment, alarm, or distress, or that his conduct was 
reasonable.96 Furthermore, a person is guilty of an offence under section 5 only if he 
intends the writing or sign or other visible representation to be threatening, abusive, 
or insulting.97 Section 5 was applied on ‘hate speech’ in so called Norwood case. 
Following the terrorist attacks of 11 September 2001, Mr Norwood put a poster in 
his window which showed the Twin Towers burning with the following caption: ‘Islam 
out of Britain – Protect the British People.’ He was convicted of an aggravated public 
order offence under section 5, and his conviction was upheld by the European Court 
which agreed with the national court assessment that the poster was “a general, 
vehement attack against a religious group, linking the group as a whole with a grave 
act of terrorism.”98

·	 Under Section 1 of Malicious Communications Act 1988, it is an offence to send 
to another person any message, letter, email, photograph, or recording which is 
indecent, grossly offensive, false and known or believed to be false, or which conveys 
a threat. It is a defence to show that any threat was to reinforce a demand and was 
reasonable. A person convicted of such an offence may be imprisoned for up to two 
years.99

·	 Under Section 127 of Communications Act 2003, it is an offence to make improper 
use of a public electronic communications network, such as by sending grossly 
offensive, indecent obscene, menacing, or annoying phone calls, emails, or other 
electronic communications.100
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·	 The offence of racialist chanting at football matches prohibits to engage or take 
part in chanting of an indecent or racialist nature at a designated football match.101 
‘Chanting’ means the repeated uttering of any words or sounds. ‘Of a racialist nature’ 
means consisting of or including matter which is threatening, abusive, or insulting to 
a person by reason of his colour, race, nationality, or ethnicity.

·	 Racially or religiously aggravated offences: The Crime and Disorder Act 1998 created 
racially or religiously aggravated offences in cases of assault (section 29), criminal 
damage (section 30), public order offences (section 31), and harassment (section 
32). An offence is racially or religiously aggravated if at the time of committing the 
offence, or immediately before or after doing so, the offender demonstrates towards 
the victim hostility based on the victim’s membership (or presumed membership) of 
a racial or religious group, or the offence is motivated in whole or part by hostility 
towards members of a racial or religious group based on their membership of that 
group. A ‘racial group’ for these purposes is any group of people defined by reference 
to their race, colour, nationality (including citizenship), ethnic or national origins.102 
A ‘religious group’ is any group of people defined by reference to religious belief, or 
lack thereof.

Section 146 of the Criminal Justice Act 2003 provides for increased sentences for 
offences which are aggravated by hostility towards the victim based upon sexual 
orientation, disability, or transgender identity. In such cases, the court must treat the 
fact that the offence was committed in such manner as an aggravating feature for 
the purpose of sentencing, and state in open court that the crime was aggravated by 
hostility towards the relevant protected characteristic(s).

As for the application of these provision in ‘hate speech’ cases, for example, in 
December 2016 Joshua Bonehill-Paine was convicted by a jury of the racially 
aggravated criminal harassment of Luciana Berger MP.103 The harassment engaged 
in by Mr Bonehill-Paine involved an extensive campaign of anti-Semitic online abuse 
waged against Ms Berger. Mr Bonehill-Paine had sought to argue at the trial that he 
was legitimately exercising his right of free speech, but this was roundly rejected in 
the judge’s sentencing remarks.104

·	 Additionally, section 2 of the Terrorism Act 2006105 created an offence of the 
dissemination of terrorist material, either intentionally or recklessly. There have 
been a number of successful prosecutions under section 2 against individuals. The 
Terrorism Act 2006 includes a vague and wide definition of ‘terrorism’, which has 
led to the misuse of the Act to stifle legitimate political and social protest.

Interpretation of criminal provisions indirectly restricting ‘hate speech’

In relation to any crime (including all those set out above), prosecutors may only start a 
prosecution if a case satisfies a two-stage test:

·	 At the first stage a case must pass the evidential test; there must be sufficient 
and sufficiently cogent evidence to provide a realistic prospect of conviction of the 
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offence under consideration. The test is satisfied if an objective, impartial, and 
reasonable jury, bench of magistrates, or judge sitting alone would – based on the 
evidence available to the prosecutor and what is known to them about the defence’s 
likely case – be more likely to convict than acquit.

·	 If, but only if, the evidential test is passed, a prosecutor must go on to consider 
whether a prosecution is required in the public interest. The public interest stage has 
particular significance in cases involving hate speech, and prosecutors are required 
to “have regard to whether the offence was motivated by any form of discrimination 
against the victim’s ethnic or national origin, gender, disability, age, religion or 
belief, sexual orientation or gender identity; or the suspect demonstrated hostility 
towards the victim based on any of those characteristics. The presence of any such 
motivation or hostility will mean that it is more likely that prosecution is required.”106

The CPS keeps a record of charging decisions and has published annual reports since 
1999.107

Efforts to amend existing legislation on ‘hate speech’

In 2016, the Home Affairs Parliamentary Select Committee launched an inquiry into ‘Hate 
crime and its violent consequences.’108 The terms of reference include inter alia:

·	 The effectiveness of current legislation and law enforcement policies for preventing 
and prosecuting hate crime and its associated violence;

·	 The barriers that prevent individuals from reporting hate crime, and measures to 
improve reporting rates;

·	 The role of social media companies and other online platforms in helping to identify 
online sources of hate crime and to prevent online hate incidents from escalating;

·	 The role of the voluntary sector, community representatives, and other frontline 
organisations in challenging attitudes that underpin hate crime;

·	 The type, extent, and effectiveness of the support that is available to victims and their 
families and how it might be improved.

In its Fourteenth Report,109 the Committee stated, in relation to the adequacy of the 
current criminal legislation, that witnesses found the ‘hate speech’ legislation to be “out 
of date and vague on the sort of language or behaviour that is illegal” and “incredibly 
unclear on where the line on criminality lay.”110 Whilst noting the guidance issued by the 
CPS, the Committee also noted that the Law Commission has said that such guidelines are 
“no substitute for clearer, statutory provisions.”111 The Commission cited evidence to the 
Committee that the current law lacks legal certainty.

The Committee also concluded that most legal provisions in this field predate the Internet 
and that “the Government should review the entire legislative framework governing 
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online hate speech, harassment and extremism and ensure that the law is up to date,” 
while maintaining freedom of expression and open public debate in a democracy.112 The 
Committee’s inquiry is ongoing and at the stage of receiving evidence.
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Measures against ‘hate speech’ in 
administrative law

Except for regulatory framework on the media (see section on media regulation on page 
32), there are no ‘hate speech’ offences under English law that are recognisable as 
‘administrative.’

The regulatory landscape generally applies only to corporate bodies providing particular 
kinds of media services. The extent of an individual’s liability for anything involving 
‘hate speech’ is demarcated either by the criminal law (as set out previously) in which 
case sanctions imposed by the state include imprisonment, fines, and/or injunctions 
restraining or requiring particular conduct; or by the civil law (as set out overleaf) in 
which private parties may seek from a court redress as between themselves, and a 
court may order the payment of damages between the parties, and in certain cases may 
impose injunctions to regulate the parties’ conduct towards each other.
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Civil actions against ‘hate speech’

There are a number of civil causes of action that may apply in cases involving ‘hate 
speech’ and/or which might give rise to a remedy for a victim of ‘hate speech’ depending 
on the circumstances.

·	 Harassment: The Protection from Harassment Act 1997113 establishes a civil cause of 
action. Harassment is conduct that is: targeted at an individual;114 calculated and/
or likely to cause alarm and/or distress; and in all the circumstances is oppressive 
and unacceptable.115 A person must not commit a course of conduct amounting 
to harassment which s/he knows or ought to know amounts to harassment, where 
a course of conduct involves conduct on more than one occasion.116 Doing so 
renders him/her liable to an injunction and civil damages for the statutory tort of 
harassment.117 The standard of conduct capable of engaging the statutory tort of 
harassment is the same as that capable of giving rise to criminal liability.118

There is no explicit public interest defence; however, the prohibition against 
harassment does not apply in relation to certain conduct, inter alia  if the person 
who pursued it shows that in the particular circumstances the pursuit of the course 
of conduct was reasonable.119

Harassment conduct includes speech.120 For example, in 2001 Thomas v News 
Group Newspapers121 the Court of Appeal allowed a claim to proceed based upon 
publications about the claimant in a tabloid newspaper, The Sun. The Sun had 
identified the claimant as the author of complaints against police officers, published 
her name and place of work, and repeatedly made reference to the fact that she was 
black. She claimed to have received hate mail. The parties in the case agreed that: 
“the publication of press articles calculated to incite racial hatred of an individual 
provides an example of conduct which is capable of amounting to harassment under 
the 1997 Act.”122

There has not been a successful claim in harassment against a large media 
defendant since Thomas v News Group Newspapers case. In Trimmingham v 
Associated Newspapers Ltd case123 the claimant failed in her claim against 
Associated Newspapers over a series of articles which made repeated reference to 
her sexuality and a number of comments elicited by those articles on the defendant’s 
website. The court found that although the material sued upon contained references 
to Ms Trimmingham’s clothes and appearance which were insulting and offensive, 
the defendant ought not to have known that the language used was sufficiently 
distressing to the claimant as to amount to harassment of her, and the defendant’s 
actions were not so unreasonable as to attract censure.

Moreover, employers may be vicariously liable for harassment carried out by their 
employees.124 An employer will be liable for the wrongful conduct of an employee 
where such conduct is within ‘the field of activities’ assigned to the employee.’125 
Such conduct might be targeted at fellow employees or at third parties. Thus in any 
case where ‘hate speech’ is committed in the course of employment, there may be 
recourse to the employer for a financial remedy.
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·	 Privacy/data protection causes of action: The emerging tort of misuse of private 
information and the statutory mechanism by which personal and sensitive personal 
data are governed126 may in certain circumstances engage issues of ‘hate speech’ 
- although only collaterally. This tort is now127 the primary cause of action where a 
claimant complains of invasion of privacy, or ‘intrusion’ upon his or her personal 
autonomy. Damages may be awarded both for distress and for loss of control of the 
claimant’s private information.128 Most of the leading cases in misuse of private 
information involve the media, mostly the tabloid press, publishing or intending 
to publish private information about an individual or individuals. Whilst such 
information may well include details of protected characteristics, or may derive its 
salaciousness and commercial interest from such characteristics (for example, the 
information that a celebrity is gay is undoubtedly private, but until recently was 
routinely ‘revealed’ in the national press), this is collateral to the tort.

The same principles apply to the statutory data protection regime. It is to be noted 
that ‘sensitive personal data’ - which is given enhanced protection in the Data 
Protection Act 1998129 - specifically includes information pertaining to many aspects 
of protected characteristics.130 As held by the High Court131 and confirmed by the 
Court of Appeal,132 damages for breaches of the Data Protection Act 1998 include 
damages for distress. Thus a publication which unlawfully deploys sensitive personal 
data in a manner recognisable as ‘hate speech’ may therefore be liable to the data 
subject in damages, including damages for distress, and the fact that the publication 
has amounted to ‘hate speech’ would be likely to aggravate such damages. However, 
as with the tort of misuse of private information, the issue of ‘hate speech’ is 
collateral to the cause of action. In both cases (misuse of private information and the 
Data Protection Act 1998 regime), media defendants may seek to rely upon public 
interest defences.

·	 Employment Law: Employees are in some circumstances entitled to protection from 
‘hate speech’ by fellow employees, and the law recognises that employers may 
sanction workers – including by dismissing them – who engage in ‘hate speech’ 
against their colleagues and/or third parties.

In addition to the issues of work-place harassment (see above), ‘hate speech’ 
based upon a protected characteristic and targeted at one employee by another 
is very likely to constitute direct discrimination and give rise to a remedy under 
the Equalities Act 2010.133 The Act effectively creates a duty upon employers to 
reasonably prevent such conduct, for example by having clear policies outlawing 
discriminatory conduct and training where necessary. The protected characteristics 
include age, disability, gender reassignment, marriage and civil partnership, race, 
sex, and sexual orientation. The Act also prohibits harassment134 and/or victimisation 
based upon any protected characteristic.

Actions in the Employment Tribunal against employers by employees claiming direct 
discrimination and/or harassment based upon a protected characteristic are relatively 
common, and frequently involve ‘hate speech.’  For example:

• In 2010, a factory manager had made insulting and offensive comments 
about a disabled and wheelchair-using employee and union representative, 
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including calling him “Ironside” after a well-known TV detective who 
also used a wheelchair. The Employment Tribunal rejected the employer’s 
contention that the claimant had referred to himself by the same nickname, 
and found that the conduct had violated the claimant’s dignity. He was 
awarded £6,000.135

• In 2011, a delivery driver had witnessed colleagues using racially derogatory 
comments about others, for example referring to a colleague as a “golliwog.” 
He himself had been referred to as “black Brian” to distinguish him from a 
white colleague also called Brian, and he had been told when heard speaking 
patois to “stop speaking that jungle talk.” Further, his employer had done 
nothing to discipline another driver who had expressed extreme and violent 
racist views, despite a complaint. The claimant succeeded in his claim, with 
the tribunal noting that even though some of the racist conduct was not 
directed at him, it nevertheless had the effect of violating his dignity.136

·	 Private actions under the Equality Act 2010: The protections against discrimination 
in the Equality Act 2010 extend beyond the employer/employee relationship to 
providers of some services (including education) and occupiers of some premises. 
The prohibition under the Act covers instances of discriminatory ‘hate speech’ 
targeted at service/premises users or potential users. Actions for contraventions of 
these non-employment provisions (other than the few that create criminal offences) 
may be brought in the County Court and the remedies are damages and/or a 
declaration. Such actions are, however, relatively rare.

·	 The UK also has a tort of defamation,137 but it is not a particularly apt tort by which 
to approach ‘hate speech.’ English defamation law is rather narrow; for example,138 

it cannot be invoked by a class of people, such as an ethnic or religious group. 
Apparently defamatory statements may include or elicit ‘hate speech’ but may not be 
a sound basis for an action. For example, derogatory comments made on the basis 
of a protected characteristic, whilst upsetting to the subject, may not in fact damage 
his or her reputation so as to meet the required threshold, or to the extent that they 
are factual, may be true.139

In terms of the effectiveness of these provisions to provide redress to victims of ‘hate 
speech,’ various reports show that victims rarely seek redress under these provisions. 
This is either due to the lack of “confidence that they will be believed” or out of fear of 
further retaliation.140 It has also been documented that there are a number of obstacles 
for those who wish to pursue those cases in the courts. These include: statutory time 
limitation under the Equality Act;141 payment of fees to file discrimination cases to 
employment tribunals;142 and the lack of skills, experience, advice, and legal aid to the 
victims.

Efforts to amend existing civil provisions on ‘hate speech’

There have been calls to review the applicable legislation as it applies to social media. 
For example, on 14 March 2017 the home affairs parliamentary select committee heard 
evidence from representatives of Google and Facebook.143 The Chair of the Committee, 
Yvette Cooper MP, noted the failure of social media companies to act on “many cases of 
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vile online hate crimes, harassment or threats” and highlighted that “it cannot be beyond 
the wit and means of multi-billion dollar social media companies like Twitter, Facebook, 
and Google to develop ways to better protect users from hatred and abuse. They have a 
duty to do so. We will be asking the companies about specific cases, why they didn’t act, 
and what they intend to do about it now.”144

It is not however clear what, if any, legislative measures Parliament is prepared to take 
in relation to social media companies and their role in facilitating or disseminating ‘hate 
speech.’
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Role of equality institutions in relation to 
public discourse and ‘hate speech’

The Equality and Human Rights Commission (the EHRC)145 plays an important role in 
countering ‘hate speech’ in the UK.

The EHRC regularly collects general information regarding ‘hate speech,’ including 
on social media. For instance, on 29 July 2016, it published two reports containing 
information about hate crime which included sections on ‘hate speech’:

·	 The first report, Causes and motivation of hate crime, included a section on 
‘Online (cyber hate) hate crime perpetrators’ analysing amongst other things the 
characteristic profiles of cyber offenders;146

·	 The second report, Prejudice and unlawful behaviour, exploring levers for change, 
referred to trigger events for online hate speech based on incidents reported by 
TellMAMA, a charity supporting victims of anti-Muslim hate.147

The EHRC has also issued guidance on the legal framework relating to freedom of 
expression which includes references to the legal framework in respect of ‘hate speech.’148 
However, the EHRC does not consider that it has any role in the determination of 
complaints regarding ‘hate speech’:

·	 It refers complainants who think they may be victims of a crime to the Police or 
to the Independent Police Complaints Commission or, in Scotland, the Police 
Investigations and Review Commissioner;149

  
·	 It makes it clear that it is not its role to determine whether in individual cases 

offensive comments may or may not be protected by Article 10 of the European 
Convention;150

·	 It advertises on its website the online reporting of ‘hate speech’ to various 
governmental and non-governmental organisations.151

However, the EHRC considers that it may have a “duty to make enquiries” in relation to 
‘hate speech’ in individual cases where the facts of a case suggest that a public authority 
or a body exercising public functions may have committed an unlawful act or may not 
have complied with the Public Service Equality Duty (PSED).152 For instance, the EHRC 
made enquiries regarding the failure by the Police to investigate properly the case of a 
Gypsy Traveller who had been the victim of online ‘hate speech.’ It found that there was 
a difference between the Police response in this particular case and the response it had 
provided in relation to similar ‘hate speech’ directed to an individual with a different 
protected characteristic. As a result, the Police reviewed the case and referred it to the 
CPS for prosecution.153
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The “duty to make enquiries” alluded to by the EHRC appears to be a reference to 
sections 31 and 32 of the Equality Act, 2006:

·	 Section 31 provides in essence that the EHRC may assess the extent to which or the 
manner in which a public authority or body exercising public functions has complied 
with the PSED;

·	 Under section 32, the EHRC has the power, if it thinks that a public body has failed 
to comply with the PSED,154 to send compliance notices to this body asking amongst 
others that it provides information for the purposes of assessing compliance with 
the duty. The EHRC may also serve a notice requiring compliance with the duty or 
detailing the steps that need to be taken to ensure compliance.  If the public body 
fails to comply with the notice, the EHRC can apply for a court order requiring the 
public body to comply.

The EHRC could therefore assess compliance with the PSED by public service media (for 
example, the BBC). However, it does not have discretion to assess compliance with the 
duty in respect of the provision of content.155

The EHRC occasionally produces guidance for the media on reporting on certain 
minorities. For instance, in 2013, the EHRC published guidance entitled Gypsy 
Travellers in Scotland - a resource for the media.156



32

Media regulation and ‘hate speech’

Government frameworks on media policy

No overarching policy

The UK government does not have an overarching policy promoting plurality, diversity, 
and inclusion of minorities in media. The last general policy paper in relation to the 
government’s media policy dates back to the 2010-2015 period (updated in March 
2015). The report, 2010 to 2015 government policy: media and creative industries, was 
issued by the Department for Culture, Media and Sport.157 It did not refer to plurality, 
diversity, or inclusion of minorities. The current government has not published any 
general policy paper in relation to its media policy.

However, the UK government occasionally develops ad hoc initiatives in this respect. 
For instance, in July 2014, the Department for Business Innovation and Skills set up a 
programme to offer internships to 300 people of underrepresented groups in the creative 
industries, including in broadcasting services.158 In December 2016, the Department for 
Culture, Media and Sport announced that it was seeking views on a plan to create a new 
pilot fund of £60 million inter alia to increase plurality in programmes offered by public 
service media.159

Office of Communications (Ofcom)

Office of Communications (Ofcom), the regulator for the communications industry, which 
regulates amongst others broadcast media, has legal obligations to promote plurality, 
diversity, and inclusion of minorities in the media.

The key piece of legislation governing Ofcom’s role with regard to regulating broadcast 
media is the Communications Act 2003.160 The Enterprise Act 2002161 also plays a role 
in relation to ensuring plurality. Under these Acts, Ofcom is required to comply with 
several requirements in respect of plurality162 and diversity and inclusion of minorities.163

Ofcom has also issued guidance on diversity for the broadcasting industry, together 
with the EHRC. For example, in August 2015, Ofcom and the EHRC launched a guide 
entitled Thinking outside the box, which aimed at setting out steps organisations 
can take to improve fairness and diversity without falling foul of the law (e.g. use of 
paid internships, of databases that can lawfully identify potential employees from 
underrepresented groups, of tie break provisions which allow an employer to select the 
person from an underrepresented group if two candidates are equally qualified).164 Ofcom 
has also developed an equality and diversity toolkit on its website for broadcasters.165
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Ofcom is also required to make arrangements for licensees to promote equal 
opportunities in employment on the basis of gender, race, and disability.166 Ofcom 
has therefore developed a Guidance on arrangements for the promotion of equal 
opportunities in the broadcasting industry, which includes a number of minimum 
requirements for licensees in this area.167

Public service broadcasting  

Public service broadcasters168 have been assigned purposes which include promoting 
diversity, including meeting the needs and interests of different audiences and of 
ensuring “that cultural activity in the United Kingdom, and its diversity, are reflected.”169 
Ofcom issues reports every year assessing whether the public service broadcasting 
complies with the purposes of public service television broadcasting.170

In return for providing these public service broadcasting services, the institutions receive 
certain benefits, predominantly access to terrestrial spectrum (the radio waves that 
support wireless communication) to broadcast their services, prominence on electronic 
programme guides on television, and in the BBC’s case, the licence fee.171

From April 2017, the BBC is also regulated by Ofcom. The BBC Royal Charter insists 
on the purpose of representing diversity. Inter alia, it lists amongst the BBC’s public 
purposes: “to reflect, represent and serve the diverse communities of all of the UK’s 
nations and regions and, in doing so, support the creative economy across the United 
Kingdom: the BBC should reflect the diversity of the UK both in its output and 
services.”172 The BBC should therefore “accurately and authentically represent and 
portray the lives of the people of the UK,” […] “raise awareness of the different cultures 
and alternative viewpoints that make up its society.”173 Additionally, the BBC Agreement, 
which sits alongside the Charter, insists on plurality and inclusion of minorities. It 
contains the obligation to reserve programmes for independent production174 and to 
provide equal opportunities between men and women, between people of different racial 
groups and able and disabled people.175

‘Hate speech’ under media laws

Broadcast media

The key instrument for the regulation of broadcast content is the Ofcom Broadcasting 
Code (the Broadcasting Code).176 It applies to broadcasters who are required by the terms 
of their Ofcom licence to observe the Standards Code and the Fairness Code, which are 
to be interpreted as references to the Broadcasting Code. Observance of this Code is also 
required in the case of the BBC in the BBC Agreement177 and in the case of S4C (the 
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Welsh public channel), by statute.
Prior to the last update of the Broadcasting Code in May 2016, it only contained rules 
restricting ‘hate speech’ to the extent it constituted a crime of encouragement or 
incitement to the commission of a crime178 or could lead to disorder.179 Whilst some of 
the elements of the Rabat six-part threshold test (the ‘Rabat test’) were included in the 
‘How to use the Code’ guidance, they were not specifically set out.

The May 2016 Broadcasting Code amended the Code, restricting ‘hate speech’ where it 
“may not amount to an incitement to crime but is problematic and potentially extremely 
harmful to audiences.”180 Section 3 is now entitled ‘Crime, disorder, hatred and abuse’ 
and contains several additions, some of which reflect the implementation of principles 
arising out of the Rabat test.

·	 First, ‘hate speech’ is defined as “all forms of expression which spread, incite, promote 
or justify hatred based on intolerance on the grounds of disability, ethnicity, gender, 
gender reassignment, nationality, race, religion, or sexual orientation.”181

·	 Second, the guidance on contextual factors incorporates some elements of the Rabat 
test. The guidance provides that significant contextual factors (under Rule 3.1) may 
include (but are not limited to):

• The editorial purpose of the programme which refers at least partially to the 
‘context’ and ‘extent’ limbs of the Rabat test;

• The status or position of anyone featured in the material which matches the 
‘speaker’ limb of the Rabat test; and/or

• Whether sufficient challenge is provided to the material which reflects at 
least in part the ‘content and form’ limb of the Rabat test.

·	 Third, the Broadcasting Code contains two additional rules which specifically cover 
restriction of ‘hate speech’ and derogatory treatment when it is unlikely to amount to 
a crime but is nonetheless potentially in breach of other people’s rights:

• Rule 3.2 provides that “material which contains hate speech must not be 
included in television and radio programmes except where it is justified by 
the context;”

• Rule 3.3 provides that “material which contains abusive or derogatory 
treatment of individuals, groups, religions or communities, must not be 
included in television and radio services except where it is justified by the 
context.”

The guidance provided on the meaning of ‘context’ under these rules reflects some of 
the elements of the Rabat Principles. The guidance provides that ‘context’ includes 
inter alia:

• The genre and editorial content of the programme and the likely audience 
expectations, the service on which the material is broadcast, the likely size 
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and composition of the potential audience, and their likely expectation, 
which correspond at least partially to  the ‘context’ and ‘extent’ limbs of the 
Rabat test;

• The extent to which sufficient challenge is provided to any instance of ‘hate 
speech’ which reflects at least in part the ‘content and form’ limb of the 
Rabat test; and/or

• The status or position of anyone featured in the material which corresponds 
to the ‘speaker’ limb of the Rabat test.

• The guidance unsurprisingly does not refer to the intent and likelihood limbs 
of the Rabat test, as these two limbs are more relevant in the context of 
criminal behaviour.

The May 2016 Broadcasting Code also includes a section entitled ‘Harm and abuse,’ 
which already existed under the previous version of the Broadcasting Code and might 
be of relevance to ‘hate speech.’ The core principle requires “to ensure that generally 
accepted standards are applied to the content of television and radio services so as to 
provide adequate protection for members of the public from the inclusion in such services 
of harmful and/or offensive material.”182

These generally accepted standards include that broadcasters must ensure that material 
which may cause offence is justified by the context. They must be applied to the contents 
of programmes so as to provide adequate protection for members of the public from the 
inclusion in such services of harmful and/or offensive material.183 Material which may 
cause offence includes discriminatory treatment or language (for example, on the grounds 
of age, disability, gender, race, religion, belief, and sexual orientation).184 The guidance on 
‘context’ also reflects some of the elements of the Rabat test.

Implementation of ‘hate speech’ provisions on broadcasting

The rules regarding the enforcement of the Broadcasting Code’s provisions relating to 
the content of programmes are contained in the ‘Procedures for investigating breaches 
of content standards for television and radio.’185 Upon completing the procedure, Ofcom 
publishes all its decision on Broadcast Bulletin on Ofcom’s website.186 In the case of a 
broadcaster who has seriously, deliberately, repeatedly, or recklessly breached the relevant 
requirement, Ofcom can impose a number of sanctions, depending on the circumstances 
of the case.187

Prior to the entry into force of the May 2016 Broadcasting Code, Ofcom reported a very 
small number of breaches of ‘hate speech’ provisions (Rule 3.1.). It noted that its first 
finding of a breach of Rule 3.1 was recorded in 2012, and that between 2012 and January 
2016 it had recorded a total of four breaches of Rule 3.1.188 The four breaches of Rule 
3.1 were: 189

·	 A breach by Radio Asian Fever, a Leeds community radio station, on which a 
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presenter, Sister Ruby, gave her interpretation of Qur’anic scriptures in relation to 
the treatment of homosexuals. She stated: “torture them, punish them, beat them 
and give them mental torture” and “punish them, both physically and mentally… 
beat them, humiliate them, admonish and curse them and beat them up.” Breaches 
of Rules 2.3 (discriminatory treatment or language), 2.4 (the inclusion of material 
which condones or glamorises violent, dangerous or seriously antisocial behaviour), 
and 4.1 (responsibility in religious programmes) were also found;

·	 A breach by DM Digital, a satellite channel primarily aimed at an Asian audience in 
the UK, on which an Islamic scholar delivered a live televised lecture from Pakistan 
in which he stated that all Muslims had a duty to kill anyone who criticises or 
insults the Prophet Mohammed and also praised the killing of the Punjab governor 
Salmaan Taseer by his bodyguard Malik Mumtaz Qadri. Breaches of Rules 4.1 
(responsibility in religious programmes), 4.2 (religious abuse), 5.4 (licensee’s views 
in programmes), and 5.5 (due impartiality) were also found;

·	 A breach by Noor TV, a digital satellite television channel broadcasting programmes 
about Islam in a number of languages, including English, Urdu, and Punjabi, on 
which a presenter praised particular individuals who had murdered in the name of 
Islam. He also made various statements in which he said it was acceptable or the 
duty of a Muslim to murder any individual thought to have shown disrespect to the 
Prophet Mohammed. A breach of Rule 4.1 (responsibility in religious programmes) 
was also found;

·	 A breach by Sangat TV, a digital satellite channel broadcasting religious and general 
entertainment in English and Punjabi primarily directed towards the Sikh community 
in the UK, on which eight panellists discussing a violent street attack in London 
against Lieutenant General Bar, a former Indian army officer who commanded the 
military operation against the Golden Temple in Amritsar in 1984, made various 
statements which cumulatively constituted an indirect call to action to members of 
the Sikh community to take violent action against Lieutenant General Bar and other 
members of the Indian armed forces who had taken part in the operation.

The small number of findings before the entry into force of the May 2016 Broadcasting 
Code may be explained by the narrow scope of Rule 3.1, which was the only provision 
directly dealing with ‘hate speech’.

This being said, it seems that, in such cases, Ofcom addressed ‘hate speech’ under 
Rules 2.1 (harmful and/or offensive material) and 2.3 (discriminatory treatment or 
language). This is evidenced by Ofcom’s finding of a breach of Rules 2.1 and 2.3 by 
Peace TV, a channel broadcasting religious and other programming in Urdu from an 
Islamic perspective to audiences in the UK and internationally, which broadcast a 
programme of public lectures given by Dr Israr Ahmed, an Islamic scholar who died in 
2010, in which he discussed the role and actions of Jewish people through history, and 
repeatedly portrayed them in overwhelmingly negative and stereotypical terms.190

Following the entry into force of the May 2016 Code, five breaches of Section 3 of the 
Code were found. This does not seem to have led to a significant increase in claims thus 
far, and there remains a very limited number of claims. The five breaches were:
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·	 Breaches of Rules 3.2 and 3.3 by Kanshi Radio, a satellite radio station that 
provides speech and music programmes for the Asian community in the UK, which 
broadcast a song containing frequent repeated examples of violent and sexual 
imagery and extremely offensive references to the Islamic faith. It portrayed, 
amongst other examples, a Sikh man describing in very crude and disrespectful 
terms his having sex with a Muslim woman;191

·	 Breaches of Rules 3.1 and 3.2 by Ariana News, a general entertainment channel 
originating from Afghanistan and broadcast by satellite in the UK, which closed a 
news item regarding the attack of a train in Germany by an Islamic State supporter 
with a video where the perpetrator waved a knife, talked about his allegiance to 
Islamic State, and threatened Germans with slaughter in their own homes;192

·	 Breaches of Rules 3.1 and 3.2 by Iman FN, a Sheffield-based community radio, 
which during the month of Ramadan replaced its usual breakfast live show with a 
series of lectures by Anwar al-Awlaki, an American radical Muslim cleric who was 
designated a global terrorist by the US Government in 2010. The radio station 
explained that they obtained the material from YouTube and that, due to time 
constraints, they had neglected to fully review the material before it was broadcast. 
On 5 July 2017, Ofcom considered the breaches in this case to be extremely serious 
and decided to suspend the licence of Iman FM for 21 days.193 At the end of this 
period, Ofcom revoked the licence permanently;194

·	 Breaches of Rules 3.1, 3.2, and 3.3. by Radio Dawn, a community radio in 
Nottingham and the surrounding area, in relation to the broadcast of devotional vocal 
music that suggested that violent acts committed by Muslim people against non-
Muslim people would bring honour to Islam, as well as offensive references to non-
Muslim people;195

·	 Breaches of Rules 3.2 and 3.3 by Radio Ikhlas, a community radio station in the 
Normanton area of Derby, for broadcasting statements that constituted ‘hatred’ 
against the Ahmadiyya community. In March 2018, Ofcom found these breaches 
were very serious and put the radio station’s licensee on notice for the imposition of 
a statutory sanction.196

There are no regulations specifically promoting positive standards on reporting on 
issues affecting minorities and countering ‘hate speech.’ However, Section 5 of the 
Broadcasting Code contains general rules on accuracy and impartiality in matters of 
political or industrial controversy and matters relating to current public policy which 
are applicable to reporting on issues affecting minorities. These rules are enforceable 
pursuant to the procedure described above.

Furthermore, non-binding guidance has been developed by the Black Members’ Council 
of the National Union of Journalist (NUJ). The Black Members’ Council drafted race 
reporting guidelines which have been adopted by the NUJ.197

There are also several non-governmental initiatives in respect of reporting on issues 
affecting minorities, including media guides relating to specific minorities in British 
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society (e.g. The British Muslim media guide, which was prepared by the Forum Against 
Islamophobia & Racism)198 and studies on media coverage of ethnicity and religion, 
which include data on the UK (e.g. Reporting ethnicity and religion,199 or Getting the 
facts right: Reporting ethnicity and religion).200

Industry initiatives

Additionally, numerous industry initiatives aim at promoting access to media for 
minorities. These include, for example:

·	 The BBC’s diversity strategy for 2016 to 2020 which contains objectives such 
as having a work force at least diverse, if not more so, than any other industry, 
covering a much wider range of diversity than any other broadcaster, making 
diversity something that everyone at the BBC understands and all those who make 
programmes for the BBC support;201

·	 Channel 4’s launch of a 360° Charter which contains 30 significant activities worth 
£5m of investment and covers a wide definition of diversity including BAME,202 

disability, LGBT, gender and social mobility.203 In January 2016, it published a 
report - 360° Diversity Charter: One Year On - outlining its plans for 2016 and 
showing their progress against the 30 initiatives outlined in the original Charter;204

·	 The Creative Diversity Network (CDN), a forum paid for by its members (BAFTA, the 
BBC, Channel 4, Channel 5/Viacom, Creative Skillset, PACT, ITN, ITV, Media Trust, 
S4C, Sky, and Turner Broadcasting), which brings together organisations which 
employ and/or make programmes across the UK television industry to promote and 
share good practice in diversity. One of the key initiatives developed by CDN is 
Project Diamond, an industry wide diversity monitoring system which will provide 
detailed, consistent, and comprehensive monitoring and reporting of diversity;205

·	 Sky has set targets for BAME persons to make up to 20% of actors in screen roles, 
at least one senor internal role in Sky’s original entertainment production team, 
and 20% of writers on all team written shows across all new Sky entertainment 
productions.206 It also launched a Women in Leadership programme which includes a 
range of plans to help Sky achieve a better gender balance.207

Media self-regulation and ‘hate speech’

Print media in the UK is self-regulated,208 either by one of the two independent 
regulators - the Independent Monitor of the Press (IMPRESS)209 or the Independent 
Press Standards Organisation (IPSO)210 - or by the media itself (e.g. Financial Times and 
The Guardian).

The Royal Charter on self-regulation of the press provides a framework in respect of print 
media;211 it established the membership of and the criteria used by an independent 
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panel, the Press Recognition Panel, to decide whether to recognise a self-regulator.212 
Pursuant to the Royal Charter, the criteria for recognition include conditions regarding 
the constitution of the board of the self-regulators. These conditions do not include 
requirements that minorities be represented.213 Further requirements for the self-
regulators seeking recognition are set out in the Royal Charter, none of which relates to 
diversity or representation of minorities.214

There are no figures available demonstrating whether any of the IPSO215 or IMPRESS216 
key bodies are filled by those from a minority background; neither have any internal 
regulation regarding the representation of minorities on these bodies.

However, to date the reach of the Royal Charter is limited.217 IMPRESS is the only 
regulator that has been found to comply with it, yet IMPRESS does not regulate any 
national newspaper, as they have refused to join IMPRESS, criticising amongst other 
things its perceived lack of independence.218

Both IMPRESS and IPSO require the publications they regulate to comply with their 
codes of conduct:

·	 The IMPRESS’s Standards Code219 includes provisions about accuracy and non-
discrimination which may be relevant to the regulation of ‘hate speech.’ It also 
contains one provision specifically dealing with ‘hate speech,’ but only to the extent 
it constitutes incitement to hatred.

• Clause 1 of the Standards Code relates to accuracy. These provisions 
partially address an important concern voiced by stakeholders by requiring 
that inaccuracies are corrected with due prominence “which should normally 
be equal prominence.”220   

• Clause 4 relates to discrimination. It requires publishers not to make 
prejudicial or pejorative reference to a person on the basis of that 
person’s age, disability, mental health, gender reassignment or identity, 
marital or civil partnership status, pregnancy, race, religion, sex or sexual 
orientation, or another characteristic that makes that person vulnerable to 
discrimination. These characteristics must not be referred to unless relevant 
to the story. Moreover, Clause 4 also introduces an obligation not to incite to 
hatred.221

·	 The IPSO’s Editors’ Code of Practice (the ECP) does not contain any provision 
specifically dealing with ‘hate speech.’ However, it includes provisions about 
accuracy222 and non-discrimination,223 which maybe relevant to the regulation of 
‘hate speech.’ These provisions are broadly similar to those of the IMPRESS code, 
with the exceptions on the provisions on incitement to hatred. Moreover, the ECP 
does not require the inaccuracies corrected with ‘equal prominence’ as in the 
Standards Code, which is a major issue for stakeholders and victims of ‘hate speech.’ 
In addition, IPSO has a page of its website dedicated to guidance to journalists 
and editors; it has thus far developed only one guidance, namely the Guidance on 
researching and reporting stories involving transgender individuals.224
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There are different procedures regarding the enforcement of the code of conduct, 
depending on whether the relevant publication is regulated by IPSO or IMPRESS:

·	 IPSO hears complaints225 of any complainants where the complaint against the 
publication relates to a significant inaccuracy which has been published on a 
general point of fact under Clause 1 of the ECP. Where the complaint relates to 
other clauses of the ECP or the alleged inaccuracy is not on a general point of fact, 
IPSO can take forward a complaint from anyone directly affected by the article or 
journalistic conduct or their authorised representative. It also hears complaints from 
representative groups where the relevant group is in a position to explain (a) how 
the group it represents has been affected, (b) that the alleged breach is significant, 
and (c) that the public interest would be served by IPSO considering the complaint. 
If the Complaints Committee determines that the ECP has been breached, it can 
require the publication of its upheld adjudication and/or a correction. In cases where 
the Committee finds that arrangements for upholding standards and compliance were 
at fault, IPSO may also inform the publisher in writing that further remedial action is 
required.

Examples of recent complaints relevant to ‘hate speech’ demonstrate that while 
Clause 1 (accuracy) can be useful in countering ‘hate speech,’ the reach of Clause 
12 (discrimination) is limited in that it only prevents pejorative or prejudicial 
reference to an individual’s race or religion as opposed to that of a group. The 
following examples where IPSO decided that the adjudication should be published 
illustrate this point:

• In Versi v The Sun, The Sun was found to be in breach of Clause 1 by 
publishing a commentary where it was alleged that “two out of three of 
those [asylum seekers] elbowing their way to the front of the queue are lying 
about their age,” where in fact out of 3,472 asylum applications received 
from those claiming to be children, 933 individuals had their ages checked, 
and 636 were found to be adults, which represented 18.3 per cent of the 
total;226

• In Muslim Engagement and Development (MEND) v The Sun, The Sun was 
found to be in breach of Clause 1 by publishing an article relating to a poll 
it had commissioned, headlined ‘1 in 5 Brit Muslims’ sympathy for jihadis’, 
and further coverage referring to ‘sympathy’ or ‘support’ for Islamic State 
and for Jihadi John, when neither the question (which referred to those 
“who leave the UK to join fighters in Syria”) nor the answers which referred 
to ‘sympathy’ made reference to IS. In respect of Clause 12, it was noted 
“in light of the large number of complaints raising concerns under this 
Clause, however, the Committee took this opportunity to note publicly that 
Clause 12 prevents pejorative or prejudicial reference “to an individual’s 
race or religion.” The article under complaint did not include pejorative 
or prejudicial reference to any individual. The terms of Clause 12 were 
therefore not engaged;”227
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• In Trans Media Watch v The Sun, The Sun was found in breach of Clause 
12 by publishing a column reporting on the fact that Emily Brothers was 
running for MP in the following terms: “Emily Brothers is hoping to become 
Labour’s first blind transgendered MP. She’ll be standing at the next 
election in the constituency of Sutton and Cheam. Thing is though: being 
blind, how did she know she was the wrong sex?” The Committee found 
that the crude suggestion that Ms Brothers could only have become aware 
of her gender by seeing its physical manifestations was plainly wrong. It 
belittled Ms Brothers, her gender identity, and her disability, mocking her 
for no reason other than these perceived ‘differences.’ The comment did 
not contain any specific pejorative term, but its meaning was pejorative in 
relation to characteristics specifically protected by Clause 12. In this case, 
a representative group, Trans Media Watch, was acting with the consent of 
Emily Brothers on her behalf;228

• In Perkins v Kentish Gazette, the Kentish Gazette was found in breach of 
Clause 1 by publishing an article headlined ‘Refugees spark pupil safety 
fears’ about asylum seekers in Kent, including a sub-headline which read 
“men in their 20s are lying about [their] age and going to schools,” but the 
article did not provide any material to corroborate this assertion.229

·	 IMPRESS accepts complaints230 that a publication breached the Standards Code 
from individuals personally affected by a potential breach of the Code and by 
representative groups (e.g. charities or non-government organisations) where the 
relevant organisation represents a group affected by a potential breach of the 
Code and there is some public interest in the complaint. Furthermore, where the 
complaint is a matter of accuracy, third parties, including any individual or group, 
may bring the complaint before IMPRESS. IMPRESS also has the power to impose 
appropriate and proportionate sanctions.

Out of adjudications or determinations issued by IMPRESS so far, none of them 
relate to ‘hate speech’ cases. IMPRESS’s Guidance to Clause 12 (discrimination) 
makes it clear that the Clause applies only to the treatment of individuals, not 
groups.

As noted above, so far only the Standards Code partially addresses an important concern 
voiced by stakeholders on accuracy. Furthermore, stakeholders have made the following 
suggestions about the improvement of the press regulatory bodies:

·	 Increasing diversity in the constitution of the regulatory bodies by including 
members of minorities or other vulnerable groups in these bodies;

·	 Developing further guidelines on reporting on vulnerable groups;231 

·	 Facilitating the complaint process by providing that the regulator may contact 
the publication on behalf of the complainant once the complaint is filed during 
the first stage of the proceedings. Stakeholders highlighted that claims are very 
often discouraged at the stage when the complainant is required to contact the 
publication. Publications are often represented by Counsel or solicitors when 
complainants are unrepresented and are intimidated by letters emanating from 
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lawyers. IMPRESS and IPSO could thus contact the publication on behalf of the 
complainant in the same manner as OFCOM contacts the broadcasters.

For completeness, it should be noted that stakeholders have further suggested that rules 
should be developed that would allow groups of people discriminated against to bring 
complaints (as opposed to individuals). Ofcom introduced rules to this effect in its May 
2016 Code.

Approaches to media convergence

Since 1 January 2016, Ofcom regulates on-demand programme services (ODPS), which 
includes the on-demand offer of numerous broadcast media it regulates.232 The relevant 
rules and guidance are contained in the Rules and guidance, statutory rules and non-
binding guidance for providers of on-demand programme services.233 Rule 10 prohibits 
“any material likely to incite hatred based on race, sex, religion or nationality.” The 
scope of this rule is more limited than that of Rules 3.1 to 3.3 in the Broadcasting Code, 
in that it does not explicitly refer to ‘hate speech’ or discrimination. It is nevertheless 
broader than the mere prohibition of ‘hate speech’ where it constitutes a crime of 
encouragement or incitement to the commission of a crime, in that it merely refers to 
incitement of hatred.

Ofcom has specific procedures for investigating breaches of rules for on-demand 
programme services. They are broadly similar to the proceedings in respect of broadcast 
media.

Online audio-visual contents in the online version of print media

IPSO makes it clear that it has jurisdiction to handle complaints regarding online-visual 
contents on the websites of print media it regulates.234 IMPRESS does not refer to it.

One question that is yet to be resolved is whether and to what extent audio-visual 
content on print media websites is covered by the Audio-visual Media Service Directive 
of 10 March 2010 (the AVMSD)235 and whether it should therefore be regulated in the 
same manner as ODPS.

The AVMSD is unclear in this respect, in that, on the one hand, it excludes electronic 
versions of newspapers and magazines from its scope236 and, on the other hand, it 
provides that ‘television like’ services are covered.237

In 2011, Ofcom quashed a decision of its now defunct co-regulator, the Authority for 
Television on Demand  (ATVOD), that the video section of The Sun newspaper website 
constituted an ODPS.238 However, a recent decision of the European Court of Justice 
in Case C-347/14 – New Media Online GmbH - could question the approach taken by 
Ofcom. In this case, the Court found that short videos housed within a subdomain of a 
newspaper website are comparable to television broadcasting, and that the exclusion 
of electronic versions of newspapers and magazines from the scope of the directive 
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should not be interpreted as excluding such media from the directive’s scope if they are 
embedded within a website operated by a publishing company.239

A new legislative proposal amending the AVMSD was adopted by the European 
Commission on 25 May 2016 following a consultation process.  It is not yet in force and 
it is unclear whether and/or what effect it will have on regulation of video contents on 
print media websites in the UK, given the UK’s intended exit from the EU.

Regulatory framework of online platforms for the distribution/publication of 
content

There is no general regulation relating to ‘hate speech’ on online platforms.240

The definition of ‘online platforms’ by the European Commission, which was relied on by 
the House of Lords select committee on European Union 2015-2016 report on Online 
platforms and the digital single market (House of Lords report) refers to “an undertaking 
operating in two (or multi)-sided markets, which uses the Internet to enable interactions 
between two or more distinct but interdependent groups of users so as to generate value 
for at least one of the groups.”241 This being said, only few types of online platforms 
covered by this definition distribute or publish content, namely, video-sharing platforms 
(e.g. YouTube) and social media (e.g. Facebook, LinkedIn, Twitter). The question is 
therefore whether those online platforms are subject to regulations or regulatory bodies 
in the UK. There appear to be no regulations applying to these types of online platforms 
and no examples of media, print, or broadcast regulatory bodies determining ‘hate 
speech’ cases against these platforms.

Furthermore, the UK government does not appear to be in favour of statutory regulation 
in respect of those platforms, as made clear in the House of Lords report; the 
government’s response to the consultation on the AVMSD, where the UK government 
indicated that it considered the contents of the AVMSD in respect of user protection and 
prohibition of ‘hate speech’ and discrimination to be relevant, effective, and fair in their 
current form;242 and Ofcom’s response to the public consultation on ‘Media pluralism and 
democracy,’ where it indicated that, in respect of online services, it saw the regulator’s 
role as working collaboratively with stakeholders to develop best practice guides, codes, 
and self-regulatory approaches.243

However, the calls for introducing dedicated legislation on content on social media are 
regularly called for by various politicians, including the Prime Minister. For example:

·	 In July 2016, Labour MP Anna Turley presented a bill entitled the Malicious 
Communications (Social Media) Bill 2017 to make provision about offences, 
penalties, and sentences in relation to communications containing threats 
transmitted or broadcast using online social media and for connected purposes. 
The bill has not been approved.244 The bill proposed inter alia to create a duty for 
operators of social media platforms to have in place reasonable means to prevent 
threatening contents245 from being received by users of their service in the UK when 
they access the platforms and have not requested the operator to allow them to use 
the service without filtering of the threatening content.246 The bill suggested that 
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Ofcom be the regulator of the social media platforms and that it be empowered to 
impose penalties in case of non-compliance by the social media platforms with their 
duties.247 Penalties that Ofcom may impose must not exceed whichever the greater - 
£2,000,000 or 5% of the operator’s worldwide turnover.248

·	 In July 2016, the Home Office issued a report on hate crime, which included 
tackling online ‘hate speech.’ It suggested in the first instance a ministerial seminar 
on ‘hate speech’ on the Internet, that brings together victims’ groups, stakeholders, 
and industry representatives.249

·	 In addition, in May 2016, a cross-party campaign, with Facebook’s backing, called 
for contributions on how to reduce misogynist abuse online.250

Further, as for the liability of traditional media actors for hyperlinks, comments of 
third parties, and comments on the social media page, the approach adopted in the 
E-Commerce Directive (the ECD)251 provides broad liability protection for Intermediary 
Service Providers. Ofcom has indicated that it supports the preservation of the current 
liability regime in the ECD with some improvement, in particular the conditions under 
which hosting intermediaries must take action against unlawful content.252

However, in a later document specifically discussing ‘hate speech,’ Ofcom explained 
that its preference was for online services to be self-regulated and to create and abide 
by industry codes of best practice.  It gave the example of the Statement of Practice for 
Video-on-Demand by members of the Commercial Broadcasters Association in the UK 
(an industry body for digital, cable, and satellite broadcasters and on-demand services) 
which makes a clear set of commitments to providing child protection in line with 
broadcasting standards by the most popular on-demand services in the UK, and also 
covers ‘hate speech.’253

Advertising self-regulation

The Advertising Standards Authority (the ASA) is the UK’s independent regulator of 
advertising across all media, including broadcast and print media.

The ASA applies the Advertising Codes, which are written by the Committees of 
Advertising Practice. There are two key codes applying to advertising: the UK Code of 
Non-Broadcast Advertising and Direct & Promotional Marketing (the CAP Code), which 
applies to all non-broadcast media, including advertisement in newspapers; and the UK 
Code of Broadcast Advertising (the BCAP Code) which applies to broadcast media.

Both Codes contain provisions to minimise the risk of causing harm or serious or 
widespread offence. However, only the CAP Code specifically refers to protected 
characteristics:

·	 Rule 4.1 provides that marketing communications must not contain anything that is 
likely to cause serious or widespread offence and that particular care must be taken 
to avoid causing offence on the grounds of race, religion, gender, sexual orientation, 
disability or age. It makes it clear that compliance will be judged on the context, 
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medium, audience, product, and prevailing standards;

·	 Rule 4.4 provides that marketing communications must contain nothing that is likely 
to condone or encourage violence or anti-social behaviour;

·	 Rule 4.2 provides that advertisements must not cause serious or widespread offence 
against generally accepted moral, social, or cultural standards;

·	 Rule 4.8 provides that advertisements must not condone or encourage harmful 
discriminatory behaviour or treatment and must not prejudice respect for human 
dignity.

The ASA makes decisions relevant to ‘hate speech’ on this basis. For instance:

·	 On 21 September 2016, the ASA ordered that an advertisement for the Ginger Pop 
Shop seen in the Purbeck Gazette in June 2016, which included text stating ‘Visit 
our shop and get the tea-towel!’ and featuring an illustration of a ‘golly’ character 
holding a pint of ginger beer with text underneath stating ‘ENGLISH FREEDOM,’ 
must not appear in its current form. It found that it breached Rule 4.1 of the CAP 
Code, as many people were likely to view the character as representing negative 
racial stereotypes, and its prominent inclusion in a press advertisement was likely 
to cause serious or widespread offence. The inclusion of the words ‘ENGLISH 
FREEDOM’ in the advertisement was also considered to be likely to contribute to 
that offence, because in combination with the image it could be read as a negative 
reference to immigration or race.254

·	 On 19 February 2014, the ASA ordered that an advertisement featuring an image of 
a person in a full body costume with black skin, curly hair, a large striped bow tie, 
and red jacket, which had connotations of the 19th century ‘Golliwog’ character and 
negative racial stereotypes, should not appear again in its current form. The ASA 
found that the advertisement breached Rule 4.1 of the CAP Code, as it was likely to 
cause serious or widespread offence.255
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Conclusions and recommendations

Whilst there have been and will no doubt continue to be prosecutions of individuals for 
incidents involving ‘hate speech,’ the criminal law has yet to be invoked against any 
media or social media outlet in this manner, and there seems little appetite on the part 
of the Police or prosecutors for exploring this avenue.

The criminal provisions relevant to ‘hate speech’ are myriad and complex and would 
benefit from some rationalisation.

In some cases, individuals have succeeded in suing media outlets for harassment in 
respect of publications involving ‘hate speech.’ Such actions are however reasonably 
rare, and are unlikely to act as a control on the media. Civil actions against the media 
are generally costly and uncertain.

The efficiency of the regulation of ‘hate speech’ on broadcast media by Ofcom is praised 
by stakeholders. Furthermore, two new rules seek to address ‘hate speech’ where it 
does not constitute a crime but may be a breach of the rights of minorities or vulnerable 
groups.

In relation to print media, the regulatory framework is fragmented. The two main 
regulators, IPSO and IMPRESS, currently apply the same rules in respect of the 
regulation of ‘hate speech.’ Whilst IMPRESS developed their own rules, they are broadly 
similar to those of IPSO in this respect. One notable improvement is the requirement 
that accuracies be corrected with due prominence, which is said normally to mean equal 
prominence. Suggested further improvements include increasing the number of members 
of regulatory bodies from minorities and other vulnerable groups, developing guidelines 
on reporting on specific vulnerable groups, and streamlining the complaint process where 
it may discourage individuals from bringing claims.

There is no specific regulation relating to ‘hate speech’ on social media platforms. 
Whilst the legislative proposals in this area have not been adopted, a number of officials 
indicated that they were in favour of statutory regulation in respect of these platforms. 
The strong tone of the Home Affairs Select Committee’s recent report makes such 
regulation more likely.

In the light of this analysis, we make the following recommendations to the UK 
government to improve the existing legislation:

·	 All relevant legislation – in particular, the criminal law provisions – should be revised 
for their compliance with international human rights standards applicable to ‘hate 
speech;’

·	 The provisions on incitement to hatred should be reviewed with a view to making 
them more effective and usable;
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·	 The advocacy of discriminatory hatred that constitutes incitement to hostility, 
discrimination, or violence should be prohibited in line with Articles 19(3) and 20(2) 
of the International Covenant on Civil and Political Rights (ICCPR), establishing 
a high threshold for limitations on free expression as set out in the Rabat Plan of 
Action, as well as prohibitions on direct and public incitement to genocide and 
incitement to crimes against humanity;

·	 The protective scope of any measures to address ‘hate speech’ should encompass 
all protected characteristics recognised under international human rights law. In 
particular, the list of protected characteristics should be revised in light of the right 
to non-discrimination as provided under Article 2(1) and Article 26 of the ICCPR;

·	 The government should develop a comprehensive plan on the implementation of the 
Rabat Plan of Action. In particular, it should adopt and implement a comprehensive 
plan for training law enforcement authorities, the judiciary, and those involved in 
the administration of justice on issues concerning the prohibition of incitement 
to hatred and ‘hate speech.’ A multi-stakeholder strategy to counter ‘hate speech’ 
in all its forms and in line with the international human rights obligations should 
be discussed and adopted in partnership with all relevant stakeholders, including 
state institutions, civil society organisations, broadcast and print media, as well as 
Internet platforms and operators; 

·	 Civil law remedies should be strengthened and made fully accessible to provide 
stronger remedies for victims of ‘hate speech.’ The government should also remove 
practical obstacles to ensure that victims of ‘hate speech’ and discrimination can 
rely on this law to seek protection of their rights; in particular, it should ensure that 
changes to the legal aid system do not undermine the right of access to courts and 
effective remedy for victims of ‘hate speech;

·	 Ofcom should continue its constructive review of ‘hate speech’ in the broadcast 
media and continue to develop policy guidance in the media;

·	 Self-regulatory bodies for print media should increase diversity in their constitution 
and ensure that they include members from minorities and other vulnerable 
groups. They should also develop further guidelines on reporting on vulnerable 
groups and streamlining the complaint process where it may discourage individuals 
from bringing claims. Effective measures should be taken to address violation 
of the codes. They should also organise regular training courses and updates for 
professional and trainee journalists on the internationally binding human rights 
standards on ‘hate speech’ and freedom of expression and on relevant ethical codes 
of conduct;

·	 Public officials, including politicians, should realise that they play a leading role 
in recognising and promptly speaking out against intolerance and discrimination, 
including instances of ‘hate speech.’ This requires recognising and rejecting the 
conduct itself, as well as the prejudices of which it is symptomatic, expressing 
sympathy and support to the targeted individuals or groups, and framing such 
incidents as harmful to the whole of society. These interventions are particularly 
important when intercommunal tensions are high, or are susceptible to being 
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escalated, and when political stakes are also high, for example in the run-up to 
elections;

·	 Media organisations and media outlets should recognise that they play an important 
role in combatting ‘hate speech’ and intolerance and prejudices in the media. They 
should intensify their efforts to provide adequate responses. They should ensure that 
they fully respect relevant ethical codes and ensure that ethical codes of conduct 
on ‘hate speech’ are effectively implemented and that effective measures are 
undertaken to address any violations. The ethical codes should be internalised by 
journalists and media outlets in order to ensure a full compliance with them.
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Editors’ Code of Practice Committee (it consists 
of 5 men and one woman); b) the Board, 
which is responsible for the oversight, vision 
and strategic direction of IPSO.  It consists of 
12 members including IPSO’s Chairman who 
is a man (it consist of 4 women out of the 
12 members); c) the Complaints Committee 
which judges complaints relating to potential 
breaches of the Editors’ Code and decides what 
a newspaper or magazine should do if the Code 
has been breached (out of 12 members, six 
are women; d) the Independent Reviewer (a 
woman) which undertakes reviews of handling 
of investigated complaints to ensure the 
process has been fair and transparent. 

216 IMPRESS has two key bodies: a) the 
Appointment Panel which is responsible 
for appointing Board members. It is also 
responsible for setting the rates of remuneration 
for the IMPRESS Chair and Board members 
(out of seven members, one is a woman); 

https://bit.ly/2IGPqgN
https://bit.ly/2IGPqgN
https://bit.ly/1O02KWB
https://bit.ly/1O02KWB
https://bbc.in/2xKG2lV
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https://bit.ly/2LoC4mU
https://impress.press
https://www.ipso.co.uk/
https://www.ipso.co.uk/
https://bit.ly/2s3luQE
https://bit.ly/2s3luQE
https://www.ipso.co.uk/editors-code-of-practice/editors-code-of-practice-committee/
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and b) the Board - a key governing institution 
with the ultimate responsibility for handling 
complaints (out of its 8 members, 3 are 
women).  

217 This situation may change.  If the 
government decides that section 40 of the 
Criminal and Court Act, 2013 should enter into 
force. Section 40 would expose the publications 
which have not joined IMPRESS, the only 
recognised regulator, in most cases to pay 
the legal costs against them regardless of the 
merits of the complaint.

218 See e.g. BBC News, First UK Press 
Regulator, IMPRESS, approved, 25 October 
2016, available from https://bbc.in/2dFP2L2.

219 The IMPRESS Standards Code, available 
from https://bit.ly/2KIMqgj. Clause 1 provides 
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clearly between statement of fact, conjecture 
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misrepresent or distort the facts.
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of the Muslim community indicated that he 
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improvement from the current system under 
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“not incite hatred against any group on the 
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health, gender reassignment or identity, 
marital or civil partnership status, pregnancy, 
race, religion, sex or sexual orientation or 
another characteristic which makes that group 
vulnerable to discrimination.”

222 The IPSO, Editors’ Code of Practice, 
available from https://bit.ly/2KIMqgj. Clause 1 
relates to accuracy and provides for obligations 
(a) not to publish inaccurate, misleading or 
distorted information or images, including 
headlines not supported by the text, (b) to 

correct promptly a significant inaccuracy, 
misleading statement or distortion and — where 
appropriate — to publish an apology, (c)  to 
give a fair opportunity to reply to significant 
inaccuracies when reasonably called for, 
(d) to distinguish clearly between comment, 
conjecture and fact and (e) to report fairly 
and accurately the outcome of an action for 
defamation to which it has been a party, unless 
an agreed settlement states otherwise, or an 
agreed statement is published.

223 Ibid. Clause 12 relates to discrimination and 
provides for obligations (a) to avoid prejudicial 
or pejorative reference to an individual’s, race, 
colour, religion, sex, gender identity, sexual 
orientation or to any physical or mental illness 
or disability and (b) to avoid unless genuinely 
relevant to the story details of an individual’s 
race, colour, religion, gender identity, sexual 
orientation, physical or mental illness or 
disability.  

224 IPSO Guidance on researching and reporting 
stories involving transgender individuals, 
October 2016, available from https://bit.
ly/2vSTBvR. 

225 Information on IPSO’s complaint procedure 
is available at https://bit.ly/2KOKFOB. 

226 The ruling of 2 February 2017, available 
from https://bit.ly/2LljMCY.

227 The ruling of 17 February 2016, available 
from https://bit.ly/2ICA10F. 

228 The ruling of 5 May 2015, available from 
https://bit.ly/2J1bYYA.

229 The ruling of 10 February 2017, available 
from https://bit.ly/2klA9mZ. 

230 Information on the IMPRESS complaint 
procedure is available from https://bit.
ly/2J4mTRH. 

231 IPSO has only developed one guidance on 
researching and reporting stories involving 
transgender individuals, op. cit., and IMPRESS 
none.

232 Prior to that ODPS was regulated by the 
Authority for Television on Demand (ATVOD).
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233 Ofcom, Rules and Guidance Statutory Rules 
and Non-Binding Guidance for Providers of On-
Demand Programme Services (ODPS), 20 May 
2016

234 IPSO Regulations, Rule 1.2.

235 Directive 2010/13/EU of the European 
Parliament and of the Council of 10 March 
2010 on the coordination of certain provisions 
laid down by law, regulation or administrative 
action in Member States concerning the 
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236 Ibid., Recital 28.

237 Ibid., Recital 24.

238 Ofcom Appeal Decision Good News for 
Periodicals, 21 December 2011, available from 
https://bit.ly/2LkwH8e..

239 ECJ, Case C-347/14, New Media Online 
GmbH v Bundeskommunikationssenat,  21 
October 2015.

240 The definition of “online platforms” by 
the European Commission relied on by the 
House of Lords Select Committee on European 
Union, Report on Online Platforms and the 
Digital Single Market, 2015-2016, refers to “an 
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241 Committee on Industry, Research and 
Energy, Committee on the Internal Market 
and Consumer Protection, Report on online 
platforms and the digital single market, 
(2016/2276(INI), 31 May 2017.

242 HM Government, UK Government response 
to the European Commission consultation on 
the review of the Audio-visual Media Services 
Directive (AVMSD), available from https://bit.
ly/2J2QFWS.

243 Ofcom,  Public consultation on “Media 
Pluralism and Democracy,” available from 
https://bit.ly/2LkG6N0.

244 Details regarding this bill are available 
on the parliament’s website, see https://bit.

ly/2s3DPNq. 

245 Section 1 of the Bill, threatening content was 
defined as “a message, image or other matter 
that (a) is a threat of violence against a person 
(b) intimidates or is intended to intimidate, 
or (c) is grossly offensive or of an indecent or 
obscene character and which is menacing in 
nature.”

246 Section 1 of the bill.

247 Ibid., Section 3 and of the bill.

248 Ibid., Section 4 of the bill.

249 Home Office, Action Against Hate The UK 
Government’s plan for tackling hate crime, July 
2016, available from https://bit.ly/2vzsRo6. 
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scale of social media misogyny, 26 May 2016, 
available from https://bit.ly/1qK7yYT. 

251 Directive 2000/31/EC of the European 
Parliament and of the Council of 8 June 2000 
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available from https://bit.ly/2KNAZUm.
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13 July 2016, available from https://bit.
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254 ASA Ruling on Ginger Pop Ltd, 21 
September 2016, available from https://bit.
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