Executive Summary

Anonymity and encryption are not new phenomena: anonymity has long facilitated the expression of controversial ideas and enabled dissent in many countries of the world; the use of ciphers and codes to protect the privacy of communications has an equally long history.

The protection of anonymity is a vital component in protecting both the right to freedom of expression and the right to privacy. Anonymity allows individuals to express themselves without fear of reprisal, and is especially important in those countries where freedom of expression is heavily censored. It enables whistleblowers to come forward and individuals to disclose their innermost concerns on a variety of issues in internet chat rooms. It also allows users simply to join in with all manner of discussions that they might otherwise avoid.

Governments around the world regularly attempt to restrict anonymity and the use of encryption tools for various reasons, from enabling unlawful activities to facilitating terrorism.

The protection of anonymity and encryption in international law is therefore more important than ever.

In this policy brief, originally developed as a contribution to the report on anonymity and encryption by the UN Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, ARTICLE 19 seeks to outline the implications of anonymity and encryption for the right to freedom of expression in the digital age. We also identify the ways in which online anonymity and encryption are protected under international law and explore what restrictions to anonymity and encryption tools are compatible with the right to freedom of expression. We conclude with recommendations on how best to protect anonymity and encryption online.
**Key recommendations**

- States should explicitly recognise in their domestic legislation and practices that the right to freedom of expression includes the right to anonymity;

- States should also recognise the right to anonymous speech, the right to read anonymously, and the right to browse online anonymously;

- States should repeal those laws, regulations and policies requiring real-name registration which are in violation of the rights to freedom of expression and privacy;

- Social media platforms and news sites should not require real-name registration systems, ensuring at the very least that anonymity is a genuine option;

- States should adopt laws, regulations and policies that grant the power to remove the right to anonymity only to courts, rather than law enforcement agencies;

- Any restriction on anonymity and encryption must fully comply with the three-part test of restrictions to freedom of expression and should be subject to strong procedural safeguards;

- States and companies should promote the use of tools such as Tor and https:// protocols that allow encrypted browsing;

- States should recognise in their legislation and practices that encryption is a basic requirement for the protection of the confidentiality and security of information and that, as such, it is essential to the protection of the right to freedom of expression online;

- States should repeal laws or refrain from adopting laws requiring government authorisation for the use of encrypted products;

- States should repeal or refrain from adopting laws requiring the decryption of encrypted data or the disclosure of decryption keys in any circumstances other than by court order;

- States should refrain from adopting measures requiring or promoting technical backdoors to be installed in hardware and/or software encryption products;

- States should lift undue import/export restrictions to encryption hardware and software;

- States should abolish or refrain from adopting key escrow systems;

- Companies should refrain from weakening technical standards and should roll out the provision of services with strong end-to-end encryption;

- States and companies should put programmes in place for the promotion of encryption in internet communication;

- States and companies should promote end-to-end encryption as the basic standard for the protection of the right to privacy online. They should also promote the use of open source software and invest in it so that it is regularly and independently maintained and audited for vulnerabilities.
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Introduction

Anonymity and encryption are not new phenomena. Anonymity has long facilitated the expression of controversial ideas and enabled dissent in many countries of the world; the use of ciphers and codes to protect the privacy of communications has an equally long history.

The protection of anonymity is a vital component in protecting both the right to freedom of expression and the right to privacy. Anonymity allows individuals to express themselves without fear of reprisals, and is especially important in those countries where freedom of expression is heavily censored. It enables whistleblowers to come forward and individuals to disclose their innermost concerns on a variety of issues in internet chat rooms. It also allows users simply to join in with all manner of discussions that they might otherwise avoid.

The flipside of anonymity, however, is that it may be used by ill-intentioned individuals to engage in criminal activity or other kinds of wrongdoing, such as online harassment or bullying.

Governments around the world regularly attempt to restrict anonymity and the use of encryption tools for various reasons. For example:

- In China, the government has blocked Virtual Private Networks (VPNs) that allow its citizens to bypass national firewalls.

- In the USA, anonymity has been lambasted as a tool which facilitates unlawful activity.1

- Following the Charlie Hebdo attacks in January 2015, several Western governments have called for measures that would severely curtail the use of both anonymity and encryption, measures which would – in turn - undermine the right to freedom of expression and privacy online. The UK Prime Minister David Cameron called for a crackdown on encryption,2 while the French government is looking into ways to enhance surveillance on the internet.3

The protection given to anonymity and encryption in law and in practice is therefore more important than ever.

In May 2015, the UN Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression (Special Rapporteur on FOE) released a groundbreaking report on online anonymity and encryption. The report made it clear that attempts by governments to gain backdoor access to people’s communications or intentionally weaken encryption standards are a violation of international law. ARTICLE 19 submitted comments to the consultations for this report, and made recommendations about the implications of online anonymity and encryption for the right to freedom of expression in the digital age.4

In this policy brief, ARTICLE 19 expands on our original proposal prepared in response to the Special Rapporteur’s report. We also identify the ways in which online anonymity and encryption are protected under international law and explore what restrictions to anonymity and encryption tools are compatible with the right to freedom of expression. We conclude by recommending how best to protect anonymity and encryption online.
Threatened and disempowered, the security forces have sought to assert control over modern communications by projecting an image of their power that bears little resemblance to their actual capacity. As the case studies in this report illustrate, these bombastic claims are also the product of the bureaucracy’s inferiority complex, encumbered by internal competition and a lack of technological sophistication. Any state capable of successfully monitoring the content of online communications would have little interest in asserting its capabilities in the aggressive, public manner routinely adopted by the Iranian authorities. Rather, they would be highly incentivised to keep quiet and collect everything.

As they are far from omniscient, the authorities are fundamentally dependent on users failing to take adequate precautions with their communications and personal data. Rather than attack weaknesses in cryptography or exploit vulnerabilities in infrastructure, the authorities and those associated with them routinely take advantage of basic human nature. A recurring theme arises across these accounts: the ego encourages social network users to identify themselves, sexual desire is used to infiltrate users’ devices with spyware, and laziness leads means that users fail to protect their devices with proper passwords. There is no collective learning process: the gravity of seemingly minor decisions is understood only when an individual’s own information is used against them in court. An individual’s failures are then used to persecute wider networks of contacts, with one interrogation leading to dozens of arrests. These individuals are put on display as evidence of the authorities’ power over the internet to encourage a sense of an information asymmetry, the ultimate resource of a repressive state.

This study lends further confirmation to observations that I and other researchers have made about the often technically unsophisticated and poorly orchestrated behaviour of the Iranian security agencies in their campaign to stifle online dissent. These repressive practices have been documented over the past several years, seen in malware campaigns against Iranians in the lead-up to elections, and in attacks on international platforms hosting independent Persian-language media. The lessons learned start to demystify intelligence operations and reinforce common concerns about user behaviour which have never been directly addressed. For the ecosystem of organisations, developers and individuals interested in digital security and internet freedom in Iran, this research is a census of systemic failures describing both why it is inadequate to focus on tools alone and also the limits that we face. Disconcertingly, it also demonstrates that the ineffectiveness of the state is a product of addressable issues, and that the Section I: Anonymity
Section I: Anonymity

General considerations

Anonymity is a key concept in the protection of freedom of expression as well as the right to privacy. At its simplest, anonymity is the fact of not being identified and, in this sense, it is part of the ordinary experience of most people on a daily basis, e.g. walking as part of a crowd or standing in a queue of strangers. In this way, an activity can be anonymous even though it is also public.

In certain contexts – notably voting by means of secret ballots, political speech, artistic expression and the protection of journalistic sources – anonymity has long been recognised as an important safeguard to protect the exercise of fundamental rights. With the rise of digital technologies, however, it has become clear that the importance of anonymity (including pseudonymity) cannot be restricted only to these spheres of activity. In this sense, anonymity not only protects the freedom of individuals to communicate information and ideas that they would otherwise be inhibited or prevented from expressing, but also protects the freedom of individuals to live their lives without unnecessary and undue scrutiny.

The right to online anonymity under international law

The right to online anonymity has so far received limited recognition under international law. Traditionally, the protection of anonymity online has been linked to the protection of the right to privacy and personal data:

- In May 2015, the Special Rapporteur on FOE published his report on encryption and anonymity in the digital age. The report highlighted the following issues in particular:
  - The Special Rapporteur made it clear that an open and secure internet should be counted among the prerequisites for the enjoyment of freedom of expression today, and must therefore be protected by governments. Encryption and anonymity must be strongly protected and promoted because they provide the privacy and security necessary for the meaningful exercise of the right to freedom of expression and opinion in the digital age;
  - The Special Rapporteur highlighted that anonymous speech is necessary for human rights defenders, journalists, and protestors. He noted that any attempt to ban or intercept anonymous communications during protests was an unjustified restriction to the right to freedom of peaceful assembly under the Universal Declaration of Human Rights (UDHR) and the International Covenant on Civil and Political Rights (ICCPR). He also recommended that legislation and regulations protecting human rights defenders and journalists should include provisions that enable access to and provide support for using technologies that would secure their communications;
  - He also stressed that restrictions on encryption and anonymity must meet the three-part test of limitations to the right to freedom of expression under international law. The Special Rapporteur recommended that draft laws and policies providing for restrictions to encryption or anonymity should be subject to public comment and only be adopted following a regular – rather than fast-track – legislative process. He also emphasised that strong procedural and judicial safeguards should be applied to guarantee the right to due process of any individual whose use of encryption or anonymity is subject to restriction;
The Special Rapporteur stated that blanket bans on the individual use of encryption technology disproportionately restrict the right to freedom of expression. He also noted that rules (a) requiring licenses for encryption use; (b) setting weak technical standards for encryption; and (c) controlling the import and export of encryption tools were tantamount to a blanket ban and therefore a disproportionate restriction to freedom of expression.

The Special Rapporteur also noted that governments’ backdoor access to people’s communications, key escrow systems (allowing potential third-party access to encryption keys), and the intentional weakening of encryption standards are disproportionate restrictions to the rights to freedom of expression and privacy. In particular, he highlighted that governments proposing backdoor access had not demonstrated that criminal or terrorist use of encryption serves as an insurmountable obstacle to law enforcement objectives. Under international law, states are required to demonstrate, publicly and transparently, that less intrusive means were unavailable or had failed, and that only broadly intrusive measures, such as backdoors, would achieve the legitimate aim. Key escrow systems were also deemed to be a threat to the secure exercise of the right to freedom of expression because of the vulnerabilities inherent in third parties being trusted to keep encryption keys secure, or being required to hand them over to others.

The Special Rapporteur also found that blanket prohibitions on anonymity online and compulsory real-name or SIM card registration go well beyond what is permissible under international law; he noted that because anonymity facilitates opinion and expression in significant ways online, states should protect it and, in general, not restrict the technologies that make it possible.

The report further acknowledges the role of corporate actors in protecting and promoting strong encryption standards. In particular, companies are invited to consider how their own policies restrict encryption and anonymity.

The 2013 report of the Special Rapporteur on FOE highlighted the important relationship between the rights to privacy and freedom of expression in cyberspace. The report also observed that restrictions to anonymity facilitate states’ communications surveillance and have a chilling effect on the free expression of information and ideas.

Several instruments to have emerged in this area came originally from the Council of Europe and the European Union. For example, the Committee of Ministers of the Council of Europe adopted the Declaration on freedom of communication on the Internet in May 2003. Principle 7 on anonymity provides that:

In order to ensure protection against online surveillance and to enhance the free expression of information and ideas, member states should respect the will of users of the Internet not to disclose their identity. This does not prevent member states from taking measures and co-operating in order to trace those responsible for criminal acts, in accordance with national law, the Convention for the Protection of Human Rights and Fundamental Freedoms and other international agreements in the fields of justice and the police.

In its jurisprudence, the European Court of Human Rights (European Court) has recognised the importance of anonymity to the rights to freedom of expression and privacy. At the same time, the Court has been clear that anonymity is not absolute and may be limited for the protection of other legitimate interests, especially the protection of vulnerable groups. Specifically, it stated that anonymity and confidentiality on the internet must not lead states to refuse to protect the rights of potential victims, especially where vulnerable people are concerned.

Although freedom of expression and confidentiality of communications are primary considerations and users of telecommunications and Internet services must have a guarantee that their own privacy and freedom of expression will be respected, such a guarantee cannot be absolute and must yield on occasion to other legitimate imperatives, such as the prevention of disorder or crime or the protection of the rights and freedoms of others.

The European Court expressed a similar view in the case of Delfi v Estonia when it noted that it was:

(M)indful, in this context, of the importance of the wishes of Internet users not to disclose their identity in exercising their freedom of expression. At the same time, the spread of the Internet and the possibility – or for some purposes the danger – that information once made public will remain public and circulate forever, calls for caution.
The European Court took the view that by allowing comments by non-registered users, an online news platform must have assumed a certain responsibility for these comments. This aspect of the decision of the European Court has attracted widespread criticism, as many fear this could lead to the end of user-generated comments or the adoption of real-name registration policies and laws across the Council of Europe region. A review of the decision is pending before the Grand Chamber as of May 2015.

– The relationship between anonymity and the right to freedom of expression was further highlighted in a more recent report published by the Inter-American Commission on Human Rights (IACHR) in 2013, Freedom of Expression and the Internet. Among other things, the IACHR recommended that anonymous platforms should be promoted and the use of authentication services used proportionately.

Anonymity in practice

Given the limited nature of the legal protection of anonymity, many users have turned to technical methods to achieve anonymity online. In practice, several initiatives have developed that allow internet users to maintain their anonymity online. These include the Tor browser, which hides the IP address of internet users when browsing online, and the https:// protocol, which encrypts communications with some websites. However, even these technical tools have been restricted by law in some countries.
Section II: Encryption

General considerations

Encryption has been defined as:

The process of encoding or ‘scrambling’ the content of any data or voice communication with an algorithm and a randomly selected variable associated with the algorithm, known as a ‘key’.26

Encryption means that information can only be decrypted by the intended recipient of the communication who holds the key. In most cases, the key is essentially “a string of numbers; the longer the key, the stronger the security.”27

Encryption can be used to protect data in transit or in storage and includes emails, files, disks and internet connections. However, although encryption generally protects the confidentiality of the message or content data, it does not necessarily hide the IP addresses of either the sender or the recipient (metadata) vis-a-vis third parties, although IP addresses may also be hidden using other technologies such as the TOR browser. In this sense, encryption alone does not guarantee anonymity since internet users remain traceable and therefore potentially identifiable.

Equally, encryption can be used to verify the authenticity and integrity of communications, e.g. through the use of digital signatures. A digital signature is “a cryptographically based assurance that a particular document was created or transmitted by a given person.”28 Digital signatures are sometimes certified by a ‘Trusted Third Party’ (‘TTP’), which may be a certification authority (CA) that issues digital certificates. In practice, however, TTPs are only as trustworthy as their weakest link. For this reason, end-to-end encryption mechanisms are generally preferable since they allow a user to verify directly the identity claimed by another user, without any need for a TTP, who then cannot access the data relating to the communication. In other words, end-to-end encryption is a more secure form of encryption.

Encryption as a prerequisite for secure communications online

Encryption is a fundamental feature of the internet. Without the authentication techniques derived from encryption, secure online transactions would be impossible. Without encryption itself, the electronic communications of every individual, as well as every private company and government agency, would be open to inspection and abuse. For this reason, encryption is used on a daily basis for information and activities such as online banking, privileged lawyer-client communication, medical data, tax records, and major infrastructure such as electric grids or power plants. It is particularly important for human rights defenders, whistleblowers, journalists and activists who are often the subject of surveillance by intelligence or law enforcement agencies.

Encryption is closely related to cyber security, which is generally concerned with the development of technical standards, including encryption, to protect information systems. In this sense, cyber security is related to but distinct from cybercrime, which has traditionally been used to describe offences committed by anyone unlawfully interfering with information systems.29 Most countries have adopted cybercrime legislation that seeks to criminalise illegitimate access to or interference with computer or information systems.30 A significant problem with cybercrime legislation, however, is that it tends to provide for content-based offences, such as online defamation or blasphemy. Examples of such legislation can be found in a number of countries including Pakistan, Kenya and Bangladesh.
Encryption under international law

Internationally, the protection of a ‘right to encryption’ has so far been limited. It has traditionally been linked to the protection of the right to privacy and personal data rather than freedom of expression.

- A key instrument in this regard is the 2015 report of the Special Rapporteur on FOE, outlined in the previous section. Moreover, in his 2013 report, the Special Rapporteur on FOE first established the relationship between freedom of expression, encryption and anonymous communications.33

- The 1997 Organisation for Economic Co-operation and Development (OECD) Guidelines on Cryptography Policy identify key issues for its member states to consider when adopting cryptography policies, both nationally and internationally. In particular, the OECD recommended the following basic principles:34

1) Cryptographic methods should be trustworthy in order to generate confidence in the use of information and communications systems;35

2) Users should have a right to choose any cryptographic method, subject to applicable law;

3) Cryptographic methods should be developed in response to the needs, demands and responsibilities of individuals, businesses and governments;

4) Technical standards, criteria and protocols for cryptographic methods should be developed and promulgated at national and international level;

5) The fundamental rights of individuals to privacy, including secrecy of communications and protection of personal data, should be respected in national cryptography policies and in the implementation and use of cryptographic methods;

6) National cryptography policies may allow lawful access to plaintext, or cryptographic keys, of encrypted data. These policies must respect the other principles contained in the guidelines to the greatest extent possible;

7) Whether established by contract or legislation, the liability of individuals and entities that offer cryptographic services or hold or access cryptographic keys should be clearly stated;

8) Governments should cooperate to coordinate cryptography policies. As part of this effort, governments should remove, or avoid creating in the name of cryptography policy, unjustified obstacles to trade.

In its explanatory report, the OECD noted the fundamental importance of cryptography to the protection of the right to privacy and information security:

The respect of privacy and the confidentiality of personal information are important values in a democratic society. However, privacy is now at greater risk because in the emerging information and communications infrastructure neither open networks, nor many types of private networks, were designed with confidentiality of communications and storage of data in mind. However, cryptography forms the basis for a new generation of privacy enhancing technologies. The use of effective cryptography in a network environment can help protect the privacy of personal information and the secrecy of confidential information. The failure to use cryptography in an environment where data is not completely secure can put a number of interests at risk, including public safety and national security. In some cases, such as where national law calls for maintaining the confidentiality of data, or protecting critical infrastructures, governments may require the use of cryptography of a minimum strength.36

- The Inter-American Commission on Human Rights made recommendations regarding the protection of anonymous communications and encryption tools on its report on Freedom of Expression and the Internet 2013, where it stated that:

The prohibition of the use of circumvention tools to legitimately protect the right to anonymous communication or for the legitimate use of a person’s property shall not be considered a legitimate copyright protection measure.

- In 2012, the Committee of Ministers of the Council of Europe (COE) recommended that COE member states engage with the private sector to:

Ensure that the most appropriate security measures are applied to protect personal data against unlawful access by third parties. This should include measures for the end-to-end encryption of communication between the user and the social networking services website.37
The 2015 report of the Parliamentary Assembly of the Council of Europe (PACE) on mass surveillance strongly condemned the National Security Agency (NSA)’s efforts to weaken encryption standards and the use of backdoors. The report concluded that:

The creation of “backdoors” or any other techniques to weaken or circumvent security measures or exploit their existing weaknesses should be strictly prohibited; all institutions and businesses holding personal data should be held to apply the most effective security measures available.38

Encryption is also relevant to other rights, including the right to avoid self-incrimination and the right to a fair trial. Measures such as the compulsory handover of decryption keys may impinge on the right to avoid self-incrimination.

The jurisprudence of the European Court and some domestic courts establishes that the right against self-incrimination is not absolute39 and that it may only be brought into play as the result of an act of testimony, as opposed to the production of pre-existing documents or materials.40 There are significant differences in the approach of the courts, however, when it comes to the question of whether decryption keys are more analogous to physical keys41 (pre-existing material) as opposed to a safe code (testimonial).42 Although the European Court has yet to rule specifically on the compulsory handover of decryption keys, current jurisprudence indicates that the European Court would focus on the question of whether the trial as a whole was fair, with regard to any public interest in the investigation and prosecution of the crime at issue, the nature and degree of the compulsion, the type of information sought and how it was used in court.43

Finally, encryption has chiefly been governed by international agreements concerning the regulation of the import/export of dual-use technology goods, such as the Wassenaar Arrangement.44

Moreover, the Internet Engineering Task Force (IETF) have repeatedly emphasised the importance of encryption and recommended that it should be encouraged and available for all.45 In the 2014 statement, the IETF also made clear that “the use of encryption defends against pervasive monitoring and other passive attacks.”46
Section III: Restrictions on Anonymity and Encryption

Anonymity

Given the vast amount of information collected by both private companies and public bodies about our lives, it is obvious that the rights to privacy, freedom of expression and anonymity online must now be more strongly and consistently protected than ever before. To begin with, the right to anonymity should be expressly recognised as a key component of the right to freedom of expression.

ARTICLE 19’s position

In ARTICLE 19’s view, for the right to freedom of expression to be meaningful in the digital age, it must necessarily contain the right to anonymity, including the right to anonymous speech, the right to read anonymously, and the right to browse online anonymously.

This is consistent with the best practice established in several countries where the right to anonymous speech, the right to read anonymously and, more generally, the right to online anonymity have been recognised. It is also in line with the purpose of data protection law, which seeks to protect individuals from being identified as a result of personal data processing by automated computer systems.

Furthermore, any restriction to anonymity should comply with the three-part test under Article 19 (3) of the International Covenant on Civil and Political Rights (ICCPR), namely that it should:

- **Be prescribed by the law**: restrictions have to be precise and clearly stipulated in accordance with the principle of the rule of law. This means that vague or broadly worded restrictions, or restrictions that leave excessive discretion to executive authorities, are incompatible with the right to freedom of expression;

- **Pursue a legitimate aim**, as explicitly enumerated in Article 19 para 3 of the ICCPR, namely respect of the rights or reputations of others, and the protection of national security or public order (ordre public), public health or morals. The list of aims is an exhaustive one and thus any interference which does not pursue one of those aims violates Article 19;

- **Be necessary and proportionate to aims pursued**. The word “necessary” means that there must be a “pressing social need” for the interference; that the reasons given by the state to justify the interference must be “relevant and sufficient” and that the state must demonstrate that the interference is proportionate to the aim pursued.

In the following sections, ARTICLE 19 outlines the main types of restrictions that arise in the context of anonymity online, along with the approach that we consider to be appropriate for such restrictions.

ARTICLE 19’s recommendations:

- States should explicitly recognise in their domestic legislation and practices that the right to freedom of expression includes the right to anonymity;

- States should also explicitly recognise the right to anonymous speech, the right to read anonymously, and the right to browse online anonymously.
Real-name registration

Real-name registration laws have recently been adopted or considered in several countries. They usually enable local law enforcement agencies to track internet users more easily. ARTICLE 19 finds that these laws are a particularly blunt interference with the rights to freedom of expression and privacy online. These laws are usually coupled with requirements that internet users identify themselves in cybercafés, and obligations for cybercafé owners to track and log the online activities of customers.

ARTICLE 19’s position

In ARTICLE 19’s view, mandatory real-name registration systems go well beyond what is permissible under international human rights law and should be abolished:

– As noted earlier, anonymity has been key in facilitating freedom of expression online. It is an intrinsic part of the culture and function of the internet. It has enabled people to express controversial opinions that they might not otherwise have shared in the offline world. Mandatory real-name registration schemes have a chilling effect on freedom of expression as individuals feel afraid to exercise their right to freedom of expression. For example, they might be less likely to come forward with embarrassing information about powerful individuals for fear of costly litigation or punishment.

– Real-name registration systems also encourage the collection of information which could easily be abused by the authorities and become a tool of repression, leading to the persecution and harassment of individuals on the basis of their expression. In many countries, criticising the government is illegal and only the anonymous posting of such information online can ensure that those who post it are not at risk of reprisal.

– The requirements of real-name registration are ineffective in practice, as individuals can always use other technical means and security tools like encryption, VPNs, or anonymous internet navigation to preserve their anonymity.

– Anonymity is not limited to the internet and still exists in ‘real life’. For example, individuals may send anonymous letters, make anonymous phone calls, or distribute leaflets and other publications anonymously. Although the internet makes it much easier and less expensive to reach large numbers of people, any requirement for real-name identification would restrict internet communication more than many other everyday forms of communication (e.g. postal services are not required to authenticate the return addresses of letters with harmful content; real-name identification is also not required for telephone calls.)

Equally, ARTICLE 19 believes that, as a general principle, social media platforms and news sites should not require the use of real-name registration systems.

– Although companies are not bound by the requirements of international human rights law as a matter of strict legal form, ARTICLE 19 believes that they nonetheless have a duty to respect human rights in line with the Ruggie Principles on Business & Human Rights.

– The use of real-name registration by social media platforms and news sites as a prerequisite to using their services can have a negative impact on the rights to privacy and freedom of expression, particularly for minority or vulnerable groups, who might be prevented from asserting their sense of identity.

– Whilst real-name policies are usually presented as an effective tool against internet trolling, fostering a culture of mutual respect between internet users, the disadvantages of real-name policies outweigh their benefits. In particular, anonymity is vital to protect children, victims of crime, individuals from minority groups and other vulnerable groups from being targeted by criminals or other malevolent third parties who may abuse real-name policies. In this sense, anonymity is as much about online safety as self-expression.
– Real-name registration or a requirement to provide identification of some sort (when registering with a service, such as an email account) also raises serious concerns over data protection, given that many such systems require users to provide a considerable amount of sensitive personal data as a means to verify their identity.57

ARTICLE 19’s recommendations:
– States should repeal laws, regulations and policies requiring real-name registration that violate the rights to freedom of expression and privacy.
– Social media platforms and news sites should not require the use of real-name registration systems. At the very least, internet companies should ensure anonymity remains a genuine option.

Access to personal data and disclosure of identity

Access by law enforcement
In most countries, real-name registration laws are not necessary, given that law enforcement agencies already have the power to require the disclosure of the identity of anonymous internet users.58

ARTICLE 19’s position
ARTICLE 19 recognises that online anonymity is not absolute and may be lifted in certain limited circumstances, in strict compliance with the international standards on freedom of expression under the three-part test outlined above. Any such lifting of anonymity should be subject to strong procedural safeguards. In particular, as a matter of principle, the mandatory disclosure of an individual’s online identity should only be ordered by the courts, which are best placed to properly balance the right to anonymous expression with other interests.59

Moreover, there should be a higher threshold if the individual in question is engaged in journalistic activity. In such a situation, the court would have to examine the impact on the right to freedom of expression and whether there was a higher public interest in disclosure.

Law enforcement agencies should only have the power to access individuals’ personal data without a court order in cases of emergency, for example because of an imminent and specific risk of harm to a particular individual.

Access by third parties
ARTICLE 19 also recognises that anonymity may be legitimately lifted for the purpose of bringing civil proceedings (such as defamation or other private actions), but this must be subject to strong procedural safeguards.
ARTICLE 19's position
In this respect, ARTICLE 19 highlights that as a matter of principle, the courts are best placed to properly balance the right to anonymous expression with other interests and to therefore order the mandatory disclosure of an individual’s online identity if necessary. This is consistent with best practice in countries where the courts have recognised that anonymity could be lifted in specific cases, subject to the careful scrutiny of the courts. In cases of defamation, for example, this requires that a number of conditions be fulfilled, including notice to the anonymous poster, details of the allegedly defamatory statements, evidence of a prima facie case against the anonymous poster, and the balance between the right to anonymous speech and the prima facie case, taking into account the need for disclosure of identity in order for the case to proceed.

Other measures
ARTICLE 19 opposes measures that limit anonymous speech by encouraging internet intermediaries to remove content posted by anonymous, rather than identifiable, speakers lest they expose themselves to liability. In our view, such measures have a chilling effect on freedom of expression and should not be adopted.

Equally, internet filters that would enable copyright holders to track internet users who use peer-to-peer networks and other file-sharing sites in relative anonymity (e.g. using proxies or VPNs) are incompatible with the rights to freedom of expression and privacy and should be prohibited.

ARTICLE 19’s recommendations:
- States should adopt laws, regulations and policies that grant powers to order the lifting of anonymity only to the courts - rather than to law enforcement agencies;
- Any restriction on anonymity must fully comply with the three-part test for restrictions to freedom of expression and should be subject to strong procedural safeguards;
- States and companies should promote the use of tools such as Tor and https:// protocols that allow encrypted browsing.

Encryption
Encryption is essential to ensuring the security of information, the integrity of communications and the right to privacy online. It is also a vital tool for the protection of freedom of expression on the internet as well as the circumvention of surveillance and censorship. As noted in the Report of the Special Rapporteur on FOE, weak encryption standards or backdoors - whether mandatory or otherwise - undermine people's trust in the internet and constitute a serious interference with fundamental rights.

Restrictions on the use of cryptography (including encryption) come in many different shapes and forms. Generally speaking, they can be divided into the following different types.

Restrictions imposed on end-users
A number of governments provide for outright bans or significant restrictions on the use of encryption by end-users (e.g. China, India, Senegal, Egypt or Pakistan). ARTICLE 19’s position
ARTICLE 19 believes that restrictions to the use of encrypted products by users are a clear violation of the right to privacy and freedom of expression. As noted earlier, encryption is vital to protect the confidentiality of communications and personal data. Prohibiting the use of encryption is akin to preventing individuals from putting locks on their doors or curtains on their windows. As such, it is a disproportionate restriction to the rights to privacy and free expression and can never be justified.

In ARTICLE 19’s view, any interference with encryption standards must strictly comply with the three-part test under Article 19 (3) of the ICCPR. This means that any restriction to encryption must be prescribed by law, pursue a legitimate aim and be necessary and proportionate to that aim. In the first instance, the necessity of any such measures must be assessed by referring to the broad range of surveillance powers already available to intelligence agencies and law enforcement bodies, powers which have already been widely criticised as both unnecessary and overbroad.
ARTICLE 19’s recommendations:
– States should recognise in their legislation and practices that encryption is a basic requirement for the protection of the confidentiality of information and its security and that, as such, it is essential for the protection of the right to freedom of expression online;
– Any restrictions to encryption must comply strictly with the three-part test under Article 19 (3) of the ICCPR and be subject to procedural guarantees under due process;
– States should repeal or refrain from adopting laws requiring government authorisation for the use of encrypted products;
– States should repeal or refrain from adopting laws requiring the decryption of encrypted data or the disclosure of decryption keys in any circumstances other than by court order.

Mandatory technical requirements
Several governments also seek to assert control over information systems by giving a government agency, usually linked to the Ministry of Defence, Ministry of Interior or Ministry of Transport, overall authority to review and approve all standards, techniques, systems and equipment (e.g. India, China and Egypt).

ARTICLE 19’s position
ARTICLE 19 considers that measures such as technical specifications mandated by governments in order to weaken encryption standards, along with the installation of backdoors compromising the integrity of private communications software, are disproportionate and, as such, incapable of justification under international law. In ARTICLE 19’s view:
– Such measures are equivalent to requiring locksmiths to produce weak door locks and deadbolts in order to facilitate governments’ access to private homes. Such intrusion of privacy is both unacceptable and dangerous;

– Far from making it easier for law enforcement to catch criminals, the adoption of weak encryption standards is instead more likely to facilitate increased criminal activity;
– Moreover, given the growing frequency and severity of cyber-attacks at both national and international level, it is seriously doubtful that weakening encryption standards could ever be a proportionate response.

ARTICLE 19’s recommendations:
– States should refrain from adopting measures requiring or promoting technical backdoors to be installed in hardware and/or software encryption products.

Import/export controls
Governments have also sought to exert control over encryption through import/export controls. In particular, governments have traditionally been reluctant to export strong encryption products for fear that this might undermine the capabilities of their intelligence agencies to spy on foreign targets. Yet the international market demands strong encryption. In the past these divergent interests have been used by governments to influence domestic policy. For instance, the USA used rules on export controls as a bargaining chip to pressurise hardware and software manufacturers into adopting weaker encryption products or the key escrow system at home.

With the internet however, these controls have largely been relaxed. Nonetheless, it appears that several countries (e.g. France and Senegal) retain export controls over certain categories of hardware and software that enable encryption. This usually concerns products other than those that guarantee authentication or the protection of the integrity of information systems, as well as dual-use goods. Moreover, the export of some categories of encryption products, particularly those with military use, remain affected to some extent by the Wassenaar Arrangement (see above).

Finally, some countries (e.g. China and Ethiopia), continue to impose significant restrictions on the import of any computer programmes or equipment that permit cryptography. This is because governments are generally wary of importing products that might have backdoors installed or because the governments wish to retain their domestic surveillance capabilities.
ARTICLE 19’s position
ARTICLE 19 believes that the application of import/export controls to encryption products is a disproportionate restriction to the rights to freedom of expression and privacy. Such measures pose a serious threat to the confidentiality of users’ communications by making them more vulnerable to domestic or foreign surveillance. In countries where it is an offence to criticise government policies and officials, this exposes journalists, human rights defenders, activists or other vulnerable groups to further risk of reprisals.

ARTICLE 19’s recommendations:
– States should lift undue import/export restrictions from encryption hardware and software.

The key escrow or trusted party system
In a key escrow system, long encryption keys are permitted but users are required to store their keys with government agencies or a ‘trusted third party’ (usually authorised by the government or with government ties). Although efforts to have a key escrow system adopted internationally have been unsuccessful, key escrow systems are currently in place in several countries (e.g. India and Spain).

ARTICLE 19’s position
ARTICLE 19 believes that key escrow systems are a disproportionate restriction to the rights to privacy and freedom of expression. Key escrow systems are equivalent to giving government the keys to a person’s house. While variations on the key escrow system with court authorisation may seem appealing, such systems are expensive to implement and also provide ultimately weak protection of privacy since protection is only as strong as its weakest link. The more entities and individuals that are involved, the more likely they are to be subject to indirect pressure by government and others.

ARTICLE 19’s recommendations:
– States should abolish or refrain from adopting key escrow systems.

Mandatory disclosure of encryption keys
In some countries, as an alternative to key escrow systems, law enforcement agencies or courts can require the disclosure of encryption keys, or order the decryption of encrypted data from a person who is suspected of committing a crime or, in some countries, a third party. Failure to comply is usually a criminal offence, which is punishable by imprisonment and/or a fine.

ARTICLE 19’s position
Given that law enforcement bodies or intelligence agencies may, in an exceptional case, require the power to order the disclosure of a relevant key or decryption of communications, ARTICLE 19 considers that the least intrusive means would be to require the respective body to obtain a court order requiring the individual in question to provide the agency with the information in decrypted format.

In ARTICLE 19’s view, the disclosure of a decryption key would almost inevitably entail a disproportionate restriction to the right to privacy since the key would potentially reveal private information well beyond the intended purpose for the mandatory disclosure of the key.

While decryption orders may be permissible in exceptional cases, no court should make such an order unless it is satisfied that the interference with the individual’s rights to privacy and free expression is both necessary in the circumstances and proportionate. Law enforcement agencies should be required to establish that the individual in question is reasonably suspected of involvement in serious criminality. Furthermore, a court should only grant the order for specific communications rather than for all encrypted files on a computer.

In making a decryption order, the court should address itself to the question of whether the use of such compulsory powers would be in violation of the right to avoid self-incrimination, i.e. that the use of the material obtained as a result of the exercise of such powers would have an adverse effect on the fairness of subsequent criminal proceedings.

Finally, in order to ensure that any mandatory powers to decrypt communications are not abused, any such decryption should only take place in the presence of an independent lawyer or data protection authority.
In all cases, trial judges should exercise their discretion in excluding evidence obtained as a result of these compulsory powers to require the disclosure of encryption keys or the decryption of information if the admission of such evidence would have an adverse effect on the fairness of the proceedings. In particular, should decrypted information be obtained unlawfully and in breach of the right to privacy, trial judges should, in our view, rule that the information obtained as a result of the disclosure is inadmissible.

However, if the order has been made lawfully and the person refuses to comply with the order, they may be subject to the appropriate sanctions for contempt of court. At the same time, if the failure to disclose encryption keys is criminalised, ARTICLE 19 believes that any such offence should, as a minimum, acknowledge defences such as lack of knowledge or possession of the key.

Other surveillance powers
It should be noted that in circumstances where law enforcement and intelligence agencies have been unable to obtain greater powers to either crack encryption or seek the disclosure of encryption keys, they have generally asked for other surveillance powers.82

ARTICLE 19’s position
ARTICLE 19 believes that the use of hacking by government officials is, in general, a clear violation of the rights to privacy and free expression, given that it involves access to private information without permission or notification, and is in breach of the integrity of the target’s own security measures. Unlike search warrants where the individual would at least be notified that their home or office was being searched, hacking generally takes place without a person’s knowledge. It is the equivalent of the police breaking into someone’s home.

Given the obvious intrusiveness of such a measure, it should only be authorised by a judge in the most exceptional circumstances and must be subject to strict conditions. In particular, hacking should only be available for the most serious offences and as a last resort, once other, less intrusive methods have already been exhausted.

ARTICLE 19’s recommendations:
– Companies should refrain from weakening technical standards and should roll out the provision of services with strong end-to-end encryption;
– States and companies should put programmes in place to promote encryption in internet communications;
– States and companies should promote end-to-end encryption as the basic standard for the protection of the right to privacy online. They should also promote the use of open source software and invest in open source software to ensure that it is regularly and independently maintained and audited for vulnerabilities.
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